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Abstract

This paper reviews some recent results on the Navier-Stokes-Fourier system governing the
evolution of a general compressible, viscous, and heat conducting fluid. We discuss several
concepts of weak solutions, in particular, using the implications of the Second law of thermo-
dynamics. We introduce the concept of relative entropy and dissipative solution and show the
principle of weak-strong uniqueness. The second part of the paper is devoted to problems of
model reduction and the related singular limits. Several examples of singular limits are pre-
sented: The incompressible limit, the inviscid limit, the low Rossby number limit and their

combinations.
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1 Introduction

Mathematical modeling of fluids in motion includes an enormous variety of problems ranging from
the derivation of rigorous mathematical models from basic physical principles, mathematical analysis
of complicated systems of partial differential equations, to the design of appropriate and efficient
numerical schemes and their implementations, including scale analysis, and, last but not least, the
methods and tools commonly known as model reduction. We review some recent results concerning
the mathematical theory of complete fluid systems and the basic properties of solutions to the
underlying equations, in particular, the problem of well-posedness, meaning existence, uniqueness,



and continuous dependence (stability) of solutions to given system of equations with respect to the
data.

We present a sufficiently robust existence theory in the framework of weak (distributional) solu-
tions to the full Navier-Stokes-Fourier system of equations governing the motion of a general com-
pressible, viscous, and heat conductive fluid. Then we illustrate the strength of the new theory by
applications in the analysis of singular limits arising in the process of scale analysis, where some
features of a given fluid flow are being accented or suppressed by aa appropriate choice of the char-
acteristic numbers. Replacing the original (primitive) system by a reduced one obtained by means
of the scale analysis is an example of the method of model reduction applied at the level of modeling.
Another type of model reduction can be used in the process of mathematical analysis of a given
problem, where only special types of distinguished solutions may be considered and/or the solution
families restricted to various, typically finite-dimensional subsets of the corresponding phase space,
like invariant manifolds or attractors. Last but not least, the model reduction is amply used in nu-
merical analysis, where judiciously simplified schemes provide sufficiently accurate results minimizing
the computational costs.

In all the afore-mentioned situations, the problem stability of a family of solutions with respect
to data plays a crucial role. The paper is organized as follows. In Chapter 2, we introduce the basic
equations arising in continuum fluid dynamics, starting with simple models of incompressible viscous
and inviscid fluids. Then we derive a more complex model of a complete fluid - the Navier-Stokes-
Fourier system - using the basic principles of classical thermodynamics, in particular the Second law.
Chapter 3 is devoted to the mathematical problem of well-posedness, both in the classical and in
the modern (weak) sense. In Chapter 4, we introduce the concept of relative entropy and apply it
to showing the property of weak-strong uniqueness and conditional regularity for the Navier-Stokes-
Fourier system. Chapter 5 introduces shortly the problem of model reduction for complex fluid
systems based on scaling, while Chapter 6 contains several examples of singular limits.

2 Equations of continuum fluid mechanics

Probably the best known model in continuum fluid mechanics is the Navier-Stokes system of equa-
tions

div,u = 0, (2.1)
dru+ div,(u ® u) + V,II = vAu, (2.2)

where u = u(t, z) is the velocity field and IT = II(¢, x) is the pressure of an incompressible viscous



fluid, where v > 0 denotes the viscosity coefficient. The inviscid counterpart of (2.1), (2.2) is the
well-known Euler system

div,u =0, (2.3)
o+ divy,(u®@u) + V. I =0, (2.4)

where the effect of viscosity on the fluid motion is neglected. Despite the apparent simplicity of the
above systems, the basic questions of existence, uniqueness and stability of solutions remain largely
open, representing one of the major challenges in the theory of partial differential equations, see the
formulation of one of the millennium prize problems by Fefferman [18].

Yet the models represented by (2.1 - 2.4) are drastically simplified, the compressibility of the
fluid is neglected as well as the thermal effects produced as an inevitable consequence of the internal
viscous friction causing the irreversible transfer of the mechanical energy into heat enforced by the
Second law of thermodynamics. A more accurate picture of reality is provided by the barotropic
Navier-Stokes system, where the pressure p is expressed by means of a state equation p = p(p) as an
explicit function of the (variable) fluid density o = o(t, x):

0o + div,(ou) = 0, (2.5)

2
Oi(ou) + div,(ou ® u) + V,p(0) = divyp <qu +Via— gdiku) + V. (ndiv,u), (2.6)

where p and v are the shear and bulk viscosity coefficient, respectively.

Although apparently more complicated than their “incompressible” counterparts (2.1), (2.2), the
equations (2.5), (2.6) look more “natural” from the point of view of the theory of evolutionary
equations, as time changes of both unknowns o, u are interrelated through a conventional nonlinear
operator. Note that the unknown pressure II in the “incompressible” equations (2.2) or (2.4) is
determined a posteriori, playing the role of a “Lagrange multiplier” enforced by the incompressibility
constraint (2.1). In particular, the pressure I is a “non-local” quantity, the value of which at a given
instant requires the knowledge of u in the entire physical space occupied by the fluid. Indeed, taking
the divergence of (2.2), we get, formally,

All = —div,div,(u ® u),

meaning the pressure is determined locally modulo a harmonic function. For further discussion on



the interpretation of the pressure in the incompressible models see Bechtel, Rooney and Wang [3],
Li, Li and Pego [47], [48], among others.

The model of a fluid represented by the barotropic system (2.5), (2.6) is still incomplete from the
point of view of thermodynamics. Taking the scalar product of the momentum equation (2.6) with
u, we deduce the corresponding kinetic energy balance in the form

1 1
O (29|u|2) + div, (leu|2u> + div,(pu) — div, (Su) = =S : V,u + pdiv,u, (2.7)
where we have introduced the viscous stress tensor
2
S=u (qu + V;u — 3divxu> + ndiv ul.

Moreover, we can use (2.5) to deduce

p(o)div,u = —0; (0P(0)) + div, (¢P(e)u), P(o) = /1@ p(z) dz, (2.8)

22
and, going back (2.7) we recover a balance equation for the mechanical energy density
1 2
olul” +dP(o),

specifically,
1 1
Oy <2g|u|2 + QP(Q)) + div, {(29|u|2 + g’P(g)) u] + div,(pu) — div, (Su) = =S : V,u

containing a sink term proportional to —S : V,u. Thus the model (2.5), (2.6) features the dissipation
of the mechanical (“elastic”) energy.

In order to obtain a thermodynamically complete model, we have to introduce the (specific)
internal energy e and admit that p, and possibly also u, 7 and other quantities as the case may be,
may depend on e. Under these circumstances, the total energy density reads

1
g = 7Q|u|2 + oe,
2
and e obeys the equation
O¢(pe) + div,(geu) + div,q =S : V,u — pdiv,u (2.9)

where the vector field q represents a diffusive flux of the internal energy. Note that the source term
in (2.9) simply equals the sink in (2.7). The resulting complete Navier-Stokes system reads:
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o + div,(ou) = 0, (2.10)
9;(ou) + div,(ou ® u) + V,p = div,S, (2.11)
¢ (0e) + div,(geu) + div,q =S : V,u — pdiv,u. (2.12)

Besides the three unknowns g, u, and e, the system (2.10 - 2.12) contains the pressure p, and the
transport terms S, q therefore certain constitutive relations or further field equations are needed to
close the problem.

2.1 Second law of thermodynamics, entropy

There are several possibilities how to close the system (2.10 - 2.12). The theory of extended thermo-
dynamics (see Miiller and Ruggeri [56]) suggests to supplement the system by other field equations
expressing the time evolution of the unknowns quantities like S, q etc. Here, we pursue a different
strategy closing the system at the level of three field equations (2.10 - 2.12) by a family of consti-
tutive relations that characterize a specific material. To this end, we first evoke the Second law by
introducing another thermodynamic function - the (specific) entropy s.

Following Callen [6] we report the following basic properties of s:

e The entropy s is an increasing function of the internal energy e,

ds 1 -0
de 1 ’
the (positive) quantity o is termed absolute temparature.

e The Third law of thermodynamics: The entropy approaches a constant value (set zero for
convenience) s — 0 if ¥ — 0.

e The entropy production rate is a non-negative quantity. The entropy is being produced in any
physically admissible process.

Now assume that the internal energy depends only on the density ¢ and the entropy s. Accord-
ingly, the equation (2.12) can be written in the form

0¢(0s) + div,(psu) + div, <q> = 119 <S :Veu—

U

q- V.0
v
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In accordance with the Second law, the last three terms on the right-hand side of the previous identity
should mutually cancel which yields the relation

oelos) _» 21
do 0

imposing certain restrictions on the choice of the thermodynamic functions p, e, and s. In physics,
the processes under which the entropy remains unchanged are termed reversible. The message of
(2.13) states that the changes of the internal energy under constant entropy are only due to the
changes in the density and the pressure. It is customary to write (2.13) in a universal form as Gibbs’

relation:

1
YDs = De + pD (—) . (2.14)
0

In what follows, it will be more convenient to express the thermodynamic functions e, p, and s in
terms of the density p and the absolute temperature ¥ playing hereafter the role of state variables.
Accordingly, (2.13) reads

de(p,9) 1

Ip(o, V)
= — 9) — 0 2.15
while the equation (2.12) may be replaced by the entropy production equation
1 -V, 0
Oi(0s) + div,(psu) + div, (ﬂ) =—(S:V,u— el (2.16)
¥ 9 Y
or, equivalently, the thermal energy equation
: op ..
0C, (@19 +u- Vmﬁ) +div,g=S:V,u— ﬁa—ﬁdwxu, (2.17)
where the quantity
0
Cy = Cv(@u 79) = ae(ai; )



is the specific heat at constant volume.
Finally, revoking the fundamental statement of the Second law, we claim that the entropy pro-

duction rate _
o= 3 (S :V,u 3 )

must be non-negative. Similarly to (2.6), we restrict ourselves to the class of Newtonian fluids, where
the viscous stress is given by Newton’s rheological law:

1

(2.18)

2
S=upu (qu +Via-— 3divmu]l) + ndiv,I, (2.19)

where the viscosity coefficients o and 7 are non-negative scalars that may depend on p and 9.
Analogously, we assume that the heat flux q is linearly proportional to the temperature gradient,
thus given by Fourier’s law:
q=—rV,9, (2.20)

where the heat conductivity coefficient k is a non-negative quantity enjoying sharing similar structure
with ¢ and A. As a matter of fact, the non-negativity of the transport coefficients p, n, and k is
enforced by the Second law.

We have obtained the Navier-Stokes-Fourier system governing the motion of a linearly viscous,
compressible, and heat conducting fluid:

0o + div,(pu) = 0, (2.21)

Oi(ou) + div,(ou ® u) + V,p = div,S + of, (2.22)

0cy (09 + 1 Vo) + diveq =$: Vou — ﬁg—zdmu +9, (2.23)
S = 4 (Vmu + Vi gdivxul> i, (2.24)
q=—rV,1. (2.25)

In the above system, we have also introduced an ezternal driving force f and a heat source Q.
More details and a detailed derivation of the model (2.21 - 2.25) may be found, for instance, in
the monograph Gallavotti [27]. Systems of equations like (2.21 - 2.25) are called complete as they
incorporate all the basic principles of thermodynamics.



3 Well posedness

Models in continuum fluid dynamics are (supposed to be) deterministic. The information about the
present state of all phase variables determines completely the behavior of the system in the future.
The initial time is usually taken ¢t = 0 for definiteness. The concept of well-posedness in the sense of
Hadamard entails the following properties of a system of (evolutionary) equations:

e The system in question admits, possibly global-in-time, solutions for any “admissible class” of
data.

e The solutions are uniquely determined in terms of the data.

e The solutions depend continuously on the data and the time t.

To be honest, given the present state of knowledge, we are still very far from a complete solution
of the problem of well posedness even for the “simply” looking models like (2.1), (2.2) or even (2.3),
(2.4). In this section, we discuss briefly the recent state of the art of the well-posedness problem and
suggest some directions to be pursued in future studies.

3.1 Data

We still have not specified what we mean by the data for the evolutionary systems like (2.21 - 2.25).
Obviously, the initial state of all the relevant phase variables must be given, specifically we prescribe
the initial conditions

Q(Ov ) = Vo, 19(07 ) = 1907 u(O, ) = Uy, (31)

where this set is appropriately reduced for the simpler systems (2.5), (2.6) or (2.1), (2.2). Note that
the driving force f as well as the heat source Q, if any, may be considered as a kind of data as well.

3.2 The effect of the physical boundary

In the real world applications, the fluids are confined to a physical space, typically a (bounded)
domain in the Euclidean space R?. In many the cases, the boundary can be free, meaning determined
by the motion itself and not known a priori. In more complicated but still physically very relevant
cases, the boundaries may divide two or more qualitatively different fluids like gases and liquids. Of
course, these are just a few examples of what may occur in the nature.

In this paper, we restrict ourselves to the simplest possible situation of a single fluid confined to
a fixed domain Q C RN, N =1,2,3. Even in such a case, a proper choice of the boundary conditions
is subject to discussion.



If, in addition, the boundary 92 is impermeable, we easily deduce that
u - Il|aQ = O, (32)

where n denotes the (outer) normal vector to 0€2. The impermeability condition (3.2) is sufficient
for a complete description of the (ideal) inviscid fluids, the motion of which is governed by the Euler
system (2.3), (2.4). Indeed using (3.2), together with (2.3), (2.4), we check easily that the total
kinetic energy

1 2
| Shul.) do

is (formally) conserved in an ideal fluid, which therefore slips around the boundary without any
resistance or interaction with the latter. We shall see below that certain weak solutions to the Euler
system may actually wviolate the principle of energy conservation.
The situation becomes more delicate for viscous fluids, for which a condition relevant to the
complete slip reads
[S . n]tan’ag =0, (33)

meaning the tangential component of the normal (viscous) stress vanishes on 092. The complete slip
condition (3.3), however, contradicts strongly the observed boundary behavior of viscous fluids and
leads to d’Alembert’s paradox of the absence of the drag force on a body moving with a constant
velocity with respect to an (incompressible) fluid.

Numerous practical experiments, however, seem to be at odds with (3.3) as viscous fluids are
usually observed to adhere completely to the physical boundary - the behavior described by the
no-slip boundary condition

[U]tanfon = 0 (3.4)

provided the boundary is at rest.

Although frequently used in modeling of viscous fluids, the no-lip condition (3.3) gives rise to a
number of paradoxes, among which the absence of collisions of rigid bodies moving in a viscous fluid,
see Hesla [29], Hillairet [30] , Hillairet and Takahashi [31]. In the light of these arguments, a suitable
compromise between the complete slip and its absence is offered by Navier’s boundary condition

[S ' n]tan + ﬁ[u]tan = 07 (35)

where 5 > 0 plays a role of a friction coefficient, see Bulicek, Mélek, and Rajagopal [4]. Note that
the condition (3.5) reduces to the complete slip for 5 — 0 and approaches the no-slip behavior for
B — oo. The reader interested in the physical aspects of (3.5) may consult Priezjev and Troian [58],
and Priezjev, Darhuber, and Troian [57], among others.
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3.2.1 Far field behavior

In certain situations like modeling objects in large physical domains like gaseous stars in astrophysics,
it is convenient to consider unbounded domains, in particular, the domains exterior to one or several
compact sets. In such a case, the behavior of certain quantities for || — oo must prescribed to avoid
multiplicity of solutions for given data. Typically, we postulate the far field behavior of the state
variables, specifically,

0 = 0oy U — Voo, U — Uy for |z — 0. (3.6)

3.3 Strong (classical) vs. weak (distributional) solutions

Leray [41] was probably the first who applied the modern approach to the incompressible Navier-
Stokes system (2.1), (2.2) and obtained what is now called weak solution of the problem in the natural
3D— setting. A Leray’s type solution u is actually considerably “weaker” than what we may call a
distributional solution since

u € Cyear ([0, T; L2(2; R*)) N L2(0, T; WH2(Q; R?)), div,u =0,

satisfies the integral identity

! - 0 : Vap) do dt = ' Vou: Ve do dt 3.7
/O/Q(tu~ o+ (u®u): V) do —/0 /QV L Ve do (3.7)

for any test function
0 € C((0,T) x Q; R?), divyp = 0.

In particular, the pressure II miraculously disappeared in (3.7) because of the specific class of
solenoidal test functions. This elegant “trick” simplifies the problem considerably and makes the
proof of existence quite easy, at least in the light of the modern tools (not known in Leray’s time)
based on Sobolev spaces and compactness arguments of Rellich-Kondrashev type. The pressure it-
self can be recovered a posteriori by means of a non-constructive representation theorem, where the
specific form of II depends also on the boundary conditions, see Sohr [66, Chapter 2, Lemma 2.2.1].
In general, very little is known about regularity of II and it is exactly this aspect that makes the
problem of regularity of Leray’s solutions very difficult and in fact largely open till present times (cf.
Fefferman [18]).

As a matter of fact, the solutions constructed in Leray’s seminal work satisfy also the energy
inequality (under suitable boundary and/or far field consitions) in the form

d r1
& /Q §‘u|2 dr + V/Q ’ku|2 dz <0 in D,(OvT)v (3'8)
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where the inequality in place of the expected equality sign is the price to pay for working in a large
class of weak solutions, where the kinetic energy dissipation may not be (hypothetically) captured
by the viscous term. Inequality (3.8) can be taken as an integral part of the definition of suitable or
admissible weak solutions since, as uniqueness in this class is an open problem, there might be weak
solutions that violate (3.8). Note that the existence of (unrealistic) solutions that “produce” energy
was rigorously proved for the inviscid Euler system (2.3), (2.4), see Scheffer [61], Shnirelman [64], De
Lellis and Székelyhidi [11], Wiedemann [70]. The reader may consult the papers of Cheskydov et al.
[8], Duchon and Robert [14], Schvydkoy [65] for an interesting discussion concerning the possibility
of the inertial energy dissipation in equations of fluid mechanics.

On the other hand, the existence of classical (smooth) and possibly global-in-time solutions is
something we expect to be granted, at least for the equations and systems describing the motion of
uviscous fluids, where possible singularities should be outset by the dissipation. In the light of many
nowadays standard results, see Prodi [59], Serrin [63], Caffarelli et al. [5], the set of hypothetical
singularities in incompressible (viscous) fluid systems is expected to be in some sense small, and the
singularities of concentration (blow up) type rather than discontinuities in the form of shock waves
that would be stable and persisting in time. Note, however, that certain discontinuities may survive
in the compressible Navier-Stokes system (2.5), (2.6) provided they were imposed through the choice
of the initial data, see Hoff [32], Hoff and Santos [33].

3.3.1 Classical solutions for the complete fluid systems

Smooth, classical solutions for models of viscous and even inviscid fluids are known to exist, however,
only locally in time, and (of course) for sufficiently smooth initial data. For future use, we quote the
result of Valli [68] based on the energy method developed earlier in the seminal work of Matsumura
and Nishida [54], [55] that applies to the complete Navier-Stokes-Fourier system (2.10), (2.11), and
(2.17). The technique of energy estimates was put in an elegant unifying framework by Kato [35] in
the context of the Euler flow. This approach is based on the scale of “energy” spaces of Sobolev type
W*2(Q) of functions having k distributional derivatives square integrable. For k > 3, these spaces
form Banach algebras suitable for handling the nonlinear terms in the equations.
We consider regular initial data:

0(0,-) = co, inf oo > 0, 0o € W**(Q), (3.9)
9(0,-) = vo, infdy >0, Uy € W32(Q), (3.10)
u(0,-) =uy € W»*(Q; R?). (3.11)

We note that these regularity hypotheses are probably not optimal form the point of view of existence
of local smooth solutions, however, solutions in the class are convenient for our future discussion, in
particular in the part devoted to the problem of weak-strong uniqueness.
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For definiteness, we focus on problems on bounded regular domains @ C R?® and assume the
no-slip boundary condition for the velocity

uoq =0, (3.12)

together with the no-flux condition
Vﬂg . Il|ag =0. (313)

Moreover, since we are interested in classical (smooth) solutions, the compatibility conditions
Wloo =0, Volo-nlsg =0, Vup(00,%0)|oa = diveS(0o, Yo, Vauo) + 00f|an (3.14)

must be imposed.
For such a choice of initial data, the complete Navier-Stokes-Fourier system (2.21 - 2.25), sup-
plemented with the boundary conditions (3.12), (3.13), is well-posed in the classical sense albeit

only locally in time. More specifically, we report the following result of Valli [67], [68], and Valli,
Zajaczkowski [69]:

Theorem 3.1 Let Q C R?® be a bounded domain of class C*. Suppose that p = p(o,9), u =
w(o,9), n=n(0,9), c, = c,(0,9), and k = k() are C3— functions of their arguments, satisfying

0<c, <c(0,9) <C, 0<p< p(o,d), n(e,d) >0, 0<k < k()

for all o >0, ¥ > 0. Let, moreover, f € C3([0,T] x Q).

Finally, let the initial data {00, 90, ug} belong to the class W32 and satisfy (3.9), (3.10), together
with the compatibility conditions (3.14).

Then there ezists a positive time T such that the problem (2.21 - 2.25), (3.1), (3.12), (3.13)
admits a unique solution {o,v,u} on the time interval (0,T) in the class

0,9 € C([0, T, W*(Q)), w € C([0,T]; W**(Q; RY)).

Moreover, the solution is classical in (0,T) x Q, meaning all derivatives appearing in the system
(2.21 - 2.23) are continuous in the open set (0,T) x Q.
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3.3.2 Weak solutions for the complete fluid system

We introduce the concept of weak solution used first in [15] and later developed in the monograph
[21]. The main ingredients of this approach can be characterized as follows:

e The heat equation (2.23) is replaced by the entropy balance, where the entropy production rate
satisfies the inequality:

1 q-V.u
> — : — . 1
02 (S V.u 3 ) (3.15)
e The resulting system is supplemented with the total energy balance:
d 1 9
— = = f- . 1
% /Q <2Q\u\ + oe(p, 19)) dz /Q (Q u+ Q) dx (3.16)

The inequality sign in (3.15) anticipates the (hypothetical) presence of singularities in the weak
solutions that would produce an extra piece of entropy not captured by the “classical” terms on
the right-hand side. This loss of information is compensated by augmenting the resulting system by
(3.16).

The weak formulation of the problem is standard. For the sake of simplicity, we take f = 0,
Q = 0. We say that a trio {p, ¥, u} is a weak solution to the Navier-Stokes-Fourier system (2.10),
(2.11), (2.16), emanating from the initial data

0(0,-) = 00, 0u(0,-) = gouo, 0s(0,9)(0,") = 00s(00,%0), 00 =0, Jo >0, (3.17)
and supplemented with the initial conditions (3.12), (3.13) if:

e the density and the absolute temperature satisfy o(t,z) > 0, J(t,z) > 0 for a.a. (t,z) €
(0,T) x Q, 0 € Cuear([0,T]; L), ou € Cyeax([0, T]; LP(Q; R?)) for certain v, 3 > 1 specified
below, ¥ € L>(0,T; L*(Q)) N L0, T; W' (Q)), and u € L0, T; W,*(Q; R?));

e the equation of continuity (2.10) is replaced by a family of integral identities
/ o(t, (T, ) dz —/ 00p(0, ) dz :/ / (Qatgo + ou- nga) da dt (3.18)
Q Q 0o Jo
for any ¢ € C'([0,T] x Q), and any 7 € [0, T];
e the momentum equation (2.11) is satisfied in the sense of distributions, specifically,
[ eur ) o) de = [ oo (0,1) da (3.19)
/0 /Q (gu O +ou®@u: Vep + plo,9)divep — S Vmgo) dx dt

for any ¢ € C1([0,T] x Q; R?), ¢|on = 0, and any 7 € [0, T7;
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e the entropy balance (2.16) is replaced, in accordance with (3.15), by a family of integral in-
equalities

q- V.

/QQOS(QOa Y0)e(0, ) dx—/Q 0s(0,9)(t,)p(T, ) da:—l—/OT /Q% <S :V,u— ) dz dt (3.20)

T q- ngzD)
< — .
< /o /Q <gs(g, D)oy + 0s(o,)u - Vo + 3 dz dt

for any ¢ € C1([0,T] x Q), ¢ > 0, and a.a. 7 € [0,T];

e the total energy is conserved:

1 1
[ (Getal + cete.) (r.) do = [ (Geoluol + eoelon 90)) dw (321
for a.a. 7 € [0,T7.

As shown in [21, Chapter 2] a weak solution is a strong one, in particular the entropy balance is
satisfied with an equality sign, as soon as it is smooth.

3.3.3 Global existence for the complete Navier-Stokes-Fourier system

The main advantage of working in the framework of weak solutions is the fact that the complete fluid
system admits global-in-time solutions for any physically relevant choice of data. We report here the
existence result proved in detail in [21, Chapter 3]. To this end, we introduce several restrictions
imposed on the constitutive equations interrelating the thermodynamic functions p, e, and s. The
reader may consult the monograph Eliezer, Ghatak and Hora [16] as well as [21, Chapter 1] for
the physical background. Note that all hypotheses listed below comply with the general physical
principles discussed in the previous part of this paper, in particular with Gibbs’ equation (2.14).
We suppose that the pressure p is given by the formula

_952p (2 ) L %
p(o,9) =9 P<193/2>+319,a>0, (3.22)

with P € C*0,00) N C3(0, 00) satisfying

P(0)=0, P'(Z)>0, 0< 5P (2) —ZP’(Z)Z

< cforall Z >0, (3.23)

. P(Z)
Zlgrolo VE > 0. (3.24)
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Here, we assume that the pressure consists of the molecular component

pa(0,0) = W2p <19§/2) that obeys the mono-atomic gas state eqution,

and of the radiation component

a
pR(’ﬁ) = 5’194

The remaining, rather awkwardly looking assumptions, follow from the hypothesis of thermodynamics
stability introduced and discussed in Section 4.1 below, see also [21, Chapter 1].
In agreement with Gibbs’ equation (2.14), we take

3 9°/2 0 a
together with
0 4a 93
s(0,0) = S (193/2) R (3.26)
where S p( 7y _ Pl
3 ) _ /
S"(Z) = -3 P12) 73 (2) , Jim S(Z)=0. (3.27)

Finally, we assume the the viscous stress S = S(¢J, V,u) and the heat flux q = q(9, V) are
given through (2.19), (2.20), where the transport coefficients u = u(9), n = (), and k = k() are
continuously differentiable functions of the temperature satisfying

p(1+9%) < @) <E(L+9%), |1/ (9)] < ¢ for all ¥ € [0, 00), g <A<, (3.28)
0 < n(¥) <7(1+9*) for all ¥ € [0, 00), (3.29)
(1 +9%) < k(9) <R(1+9?) for all ¥ € [0, 00). (3.30)

Here, similarly to our choice of the thermodynamic functions p, e, and s, the growth restrictions
imposed in (3.30) are motivated by the effect of thermal radiation.
We report the following result ([21, Chapter 3, Theorem 3.1]):
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Theorem 3.2 Let Q C R? be a bounded domain of class C**. Suppose that the thermodynamic
functions p, e, s and the transport coefficients p, n k comply with the hypotheses (3.22 - 3.30).
Let the initial data satisfy

00 € LP3(Q), 95 € L®(Q), 00,9 > 0,uy € WH=(Q; R®). (3.31)
Then the Navier-Stokes-Fourier system possesses a weak solution {o,v,u} on an arbitrary time

interval (0,T) in the sense specified in Section 3.3.2. Specifically, the weak solution enjoys the
following properties:

0>0 a.a in (0,T) xQ, o€ C([0,T]; L*(Q)) N L=(0,T; L3(Q)) N L((0,T) x Q) (3.32)

for a certain 6 > g;

9 >0 a.a. in (0,T) x Q, 9 € L>(0,T; L*(Q)) N L*(0,T; WH*(2)), (3.33)
93 log(W) € L*(0,T; W"(Q)); (3.34)
uec L*0, T; W (s R?)), a= 5_8A ou € Clyear(0, T; L¥/*(Q0; R%)). (3.35)

We remark that (3.32) is definitely not optimal, see [21, Chapter 3] for possible extensions. In
particular, the initial density oy may contain vacuum zones, meaning gy may vanish on a non-empty
proper subset of 2.

4 Relative entropy and weak-strong uniqueness

In the previous part, we have discussed two basic concepts of solutions to problems in fluid dynamics.
The strong solutions satisfying the underlying system of equations in the classical sense, and the weak
solutions that comply with a family of integral identities corresponding to the original formulation
of the problem in the form of conservation or balance laws. The strong solutions are uniquely
determined by the data but exist, or at least are known to exist, for a possibly very short lap of time.
The weak solutions, on the other hand, are not (known to) be uniquely determined by the data but
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exist globally in time, at least for a certain physically relevant choice of constitutive relations. We
report that weak solutions are strong as soon as they are smooth enough.

In this part, we address a more delicate question, namely, the problem of weak-strong uniqueness:
Do the weak and strong solutions corresponding to the same data coincide on their common existence
time interval? Or, in other words, are the strong solutions unique in the class of weak solutions? To
answer this question, we introduce an auxilliary functional termed relative entropy and discuss its
basic properties.

4.1 Static solutions and the total dissipation balance

Static solutions are solutions of the Navier-Stokes-Fourier system minimizing the entropy production
rate o, cf. (3.15). Accordingly, we obtain

S(¢,Vzu) : Vo,u =0, and q(9, V,0) : V90 =0,
form which we immeadiately deduce that
u=0, and ¥ =9 > 0 - a positive constant.

Note that we have used the fact that u satisfies the no-slip boundary condition (3.12), while V9 com-
plies with (3.13). In the absence of any external force action (f = 0), the static density distribution
0 therefore satisfies

V.p(8,9) =0 in Q. (4.1)

In general, equation (4.1) admits infinitely many (constant) solutions. To reduce the solution

set, we suppose, in addition to Gibbs’ equation (2.14), that the thermodynamic stability hypothesis
holds:

Ip(o, V) -0

de(o,7)
0o ’

50 0. (4.2)

In particular, we deduce from (4.1) that ¢ must be constant that can be chosen in such a way
that

/ odx = / 0o dx = M,, (4.3)
Q Q

where M, is the total mass of the fluid.
Finally, the value of ¥ is uniquely determined by means of (4.2) and

P 1
/Q de(6,0) do = Fy — /Q (290|u0|2+g06(90,190)) dr, (4.4)
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where Fj is to total energy of the fluid. We remark that the relevant static solution for a specific
motion is determined by the initial state of the fluid.

Summing up the previous discussion we can rewrite the total energy balance (3.21) together with
the entropy production equation (3.20) in a concise form

d (L e 0H;(5,9), . o )
I+ 9 9 - a5 _ - - 3 = — < .
i (29’“’ + Hylo V) - =45 == (e =)~ Hy(2.9) | da i [ode<o, (@)
where we have set ]
Hy(0,9) = o(e(e,¥) — Us(0,1)). (4.6)

The quantity Hj(e,?) is called ballistic free energy (cf. Ericksen [17]), while the relation (4.5) is
usually termed total dissipation balance. Note that

is a Lyapunov function for the (homogeneous) Navier-Stokes-Fourier system and the total dissipation
balance (4.5) may be viewed as a statement about stability of the static solution g, . Indeed, as a
straightforward consequence of the thermodynamic stability hypothesis (4.2), we deduce that

e 0— Hj(p,v) is a strictly convex function of p,
e U — Hy(p, V) is decreasing for ¥ < ¥ and increasing for ¥ > 0,
in particular ~
Hj(0,9) — (0—8) — H(3,9) 2 0

with the equality sign only if o = g, 9 = 9. A detailed discussion concerning the long-time behavior
of the weak solutions as well as the asymptotic stability of the static states to the full Navier-Stokes-
Fourier system may be found in the monograph [25].

4.2 Relative entropy

Motivated by the previous discussion, we introduce relative entropy functional in the form

8H@ (7“, @)

E (Q, J,u 90

T, @,U) Z/Q<%Q|U—U|2+H@(Q,79)— (o —1)— Ho(r, @)) dz.  (4.7)
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As we have observed in the previous part, the relative entropy £ (g, ¥, u|r, ©, U) represents a kind
of distance between the triples (o,7,u) and (r,©,U). Note that the relative entropy is actually a
relative “energy” and its definition is different from similar concepts of “genuine” relative entropies

used in the theory of hyperbolic systems, see, for instance, Dafermos [10].

Our goal will be to derive an integral relation, similar to the total dissipation balance (4.5), where
{0,9,u} is a weak solution to the complete system and {r,©, U} are arbitrary smooth functions

satisfying
r>0, © >O,U’8Q:O.

To this end, we have to realize that

where

and

(4.8)

Since the functions r, ©, and U are supposed to be smooth, all integrals I ... I5 can be eval-
uated by means of the weak formulation (3.18 - 3.21). Consequently, after a bit tedious but still

straightforward manipulation, we deduce the relative entropy inequality in the form

£ (¢.0.ulr.0.0)]
+/OT/Q% (8(19, Veu) : Vyu — q(ﬂ,vxg) : sz9> dz dt

< /T R(0,9,u,r,©,U) dt,
0
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with
R(0,9,u,r,0,U) (4.10)

— /JT/QQ(U -U)-V,U-(U—-u) dz dt+/OT/QQ(5(Q,19) — s(r, @))(U _ u) . V,0 dz dt
+ /OT/Q (Q(atU + U - VIU) (U —u) — p(o,9)div,U + 8(9, V,u) : VxU) de dt

_ /OT/Q <Q(S(Q, J) — s(r,@))(‘)t@ + Q(s(g, 9) — s(r, @))U V0 + W _ Vz@> de dt

T Q Q
+ /0 /Q ((1 - T) ow(r,0) — Lu- V.plr, @)) dz dt,
cf. [23] for details.

4.2.1 Dissipative solutions

The relative entropy inequality reveals a number of interesting properties of the weak solutions to the
Navier-Stokes-Fourier system. As a matter of fact, pursuing the strategy of DiPerna and Lions [45]
in the context of the inviscid (Euler) system, we may define a new class of dissipative solutions to the
Navier-Stokes-Fourier system by requiring only the relative entropy inequality (4.9) to be satified for
any trio of smooth test functions {r, ®, U}. As we have observed, any weak solutions is a dissipative
solution, meaning satisfies (4.9), (4.10). Thus the dissipative solutions are solutions enjoying the
same regularity (integrability) properties of the weak solutions and satisfying, in addition, the relative
entropy inequality (4.9).

4.2.2 Weak-strong uniqueness

The first important consequence of the relative entropy inequality is the principle of weak-strong
uniqueness. In this case, we take the test functions {r, ©, U} to be a (hypothetical) strong solution
of the same problem emanating from the same initial data as the weak solution {p,?,u}. Now, it
turns out that all integrals appearing in the remainder term R on the right-hand side of (4.9) can be
“absorbed” by the left-hand side by means of a Gronwall type argument. Thus, after a bit tedious
but straightforward manipulation carried over in [23], we deduce that the weak and strong solutions
coincide as long as the latter exists. In other words, the strong solutions are unique in the class of
weak solutions. More precisely, we have the following result, see [23, Theorem 2.1]:
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Theorem 4.1 Under the hypotheses of Theorem 3.2, suppose that {o,9,u} is a dissipative
(weak) solution to the Navier-Stokes-Fourier system emanating from the initial data {00, 90, 1o}
that belong to the regularity class specified through (3.9 - 8.11), (3.14). Let

5, 0 e C([0,T] : W32(Q)), u e C([0,T]); W>*(Q; R®))

be the strong solution of the same problem defined on an ezistence interval [0, Thax), 0 < T <
Tmax'

Then

4.2.3 Conditional regularity

The weak-strong uniqueness principle may be used to derive a criterion of conditional regularity for
the weak or even only dissipative solutions - [24, Theorem 2.1]:

Theorem 4.2 Under the hypotheses of Theorem 4.1, assume that {o,9,u} is a weak solution of
the Navier-Stokes-Fourier system in (0,T") x  such that

ess sup ||V,ul < oc.
(0,T)xQ

Then {o,9,u} is a classical solution of the problem in (0,T) x €.

5 Reducing complexity of the model

There are several possibilities how to approach the problem of model reduction in fluid mechanics.
It can be viewed from the point of view of mathematical modeling as elaborating models and their
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simplified (reduced) versions that would give rise to a satisfactory mathematical theory and produce,
at lower computational costs, the desired information on the fluid system in question. Mathematical
analysis may see the model reduction processes as a purely theoretical task, where the formal passage
from the primitive to target systems is rigorously justified by the tools of modern functional analysis.
Model reduction at this level may also include the study of systems reduced to invariant manifolds
or attractors as well as explicit solution formulas based on group symmetries and other physically
relevant simplifications of a given problem. Probably the most specific use of the term model reduction
occurs in numerical analysis and implementations of numerical schemes. Here model reduction or
model order reduction is understood as an effective process of reducing the number of equations used
for modeling a given system, without substantial changes in the accuracy of the expected output.
Unlike researchers in the field of modeling and analysis, numerical analysts have usually very clear
ideas concerning the specific methods and tools used in the model reduction process.

In the following text, we discuss several examples how the tools developed in the framework of
the abstract theory of complete fluid systems may be used to perform effective model reduction.
In particular, we rewrite the Navier-Stokes-Fourier system in the dimensionless form and perform
several singular limits when certain characteristic parameters become small or very large.

5.1 Scaling and scale analysis

With an appropriate choice of the reference (characteristic) units, the parameters determining the
behavior of a complete fluid system become explicit. Asymptotic analysis provides a useful tool
in the situations when certain of these parameters called characteristic numbers vanish or become
infinite. The Navier-Stokes-Fourier system in the standard form introduced in Section 3.3.2 does not
reveal anything more than the balance laws of certain quantities characterizing the instantaneous
state of a fluid. In order to obtain a deeper insight into the structure of possible solutions, it is
necessary to identify the characteristic values of relevant physical quantities: the reference time T,
the reference length L., the reference density o.ef, the reference temperature .o, together with the
reference velocity U.e, and the characteristic values of other composed quantities pret, €ref, frefs Mref,
Fref, and the source terms fiof, Q.er as the case may be.
Accordingly, the resulting scaled Navier-Stokes-Fourier system reads as follows:
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Sr dy0 + div,(pu) = 0, (5.1)

1 1 1
Sr 0 div, ——Vp = —div,S + —5 0V, F, 5.2
1 0,(ou) + diva(ou © ) + 5 Vap = £_diveS + =30V (5.2)
: . /q

Sr 0,(0s) + div,(osu) + Edlvx<5) =0, (5.3)

d r /Ma* Ma?
- - — ——OoF = 4
o8 f (5t e ) s

with the scaled entropy production rate
1 M&2 1 q- vzﬁ

> —(—S:V,u— — , 5.5
7= 19( Re Vat Pe 9 ) (5:5)

supplemented with a suitable set of boundary and initial conditions. Here, we have considered a
potential driving force

f=V,F(z)

and set Q@ = 0, see Klein et al. [39].
The dimensionless characteristic numbers appearing in the preceding system (5.1 - 5.5) are defined
as follows:
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/\ SYMBOL /A DEFINITION /A NAME

Sr Lot/ (TretUsef) Strouhal number

Ma Uret [/ Pret/ Oref Mach number

Re Oref Uref Lref / Href ReynOldS number
Fr Uret /v Lyet fret Froude number
Pe Dref LretUret / (Oref Firef ) Péclet number

It is easy to observe that different choices of characteristic physical quantities may give rise to the
same sample of characteristic numbers. In the following part, we discuss several asymptotic limits
when some of these numbers become infinitely small or large.

6 Examples of singular limits

We review some recent results concerning the asymptotic behavior of solutions to the scaled Navier-
Stokes-Fourier system (5.1 - 5.5) for singular values of certain characteristic numbers.

6.1 Low Mach number limit: From compressible to incompressible fluid
flows

In many real world applications, such as atmosphere-ocean flows, fluid flows in engineering devices,
astrophysics, and many others, the velocities are small compared with the speed of sound proportional
to 1/ vVMa in the scaled Navier-Stokes-Fourier system. Accordingly, we consider a scaled Navier-
Stokes-Fourier system in the form:

o + div,(pu) = 0, (6.1)
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1 1
O¢(ou) + div,(ou ® u) + ?pr(g, v) = div,S(9, V,u) + EQVIF, (6.2)

Dr(05(0,9)) + diva(os(o, 9)u) + div, (W) . (6.3)

supplemented with the total energy balance

d g2
G L (G eto0) —coF ) (1) s =0 (6.4
where the entropy production rate o, satisfies

1 ¥
o. > 3 (528 :Vyu+ /?|Vwﬁ|2> > 0. (6.5)

The system is supplemented with conservative boundary conditions
u - Il|@Q5 = O, [Sn] X II|QQ5 = O, (66)

q'1’1|8Qs =0. (67)

The reader will have noticed that we consider the problem on a family of spatial domains {€. }.~o
that depend on €. As a matter of fact, our goal is to consider the behavior of solutions on “large
domains” the radius of which approaches infinity for ¢ — 0. The boundary conditions (6.6) are called
the complete slip boundary conditions. They play a crucial role in the analysis as the lead to a very
simple equations for the acoustic waves represented by the “compressible” component of the velocity
assumed to disappear in the asymptotic limit € — 0.

The initial state of the fluid system is determined by the following conditions:

Q(07 ) = 00 = 0+ ggtl)@’ 7-9<07 ) = 190,5 = 5 + 87-9[1),57 (68)
where
@,5>0,/ Qéedx:/ 9% dz =0 for all € > 0, (6.9)
Q Q.
and
{00 }es0, {95 }es0 are bounded in L? N L™(Q,). (6.10)

It is essential that the aplitude of the perturbations of the data is of the same order as the Mach
number. Such data are usually called ill-prepared and we will come to this issue later in this section.
In addition, we suppose

u(0,-) = ug, (6.11)

26



where
{ug.}.>0 is bounded in L* N L>(; RY). (6.12)

As already pointed out, the fluid flow is restricted to a family of bounded domains €. chosen
to “mimick” the behavior of the fluid in a fictitious large (unbounded) domain 2. Pursuing the
philosophy that any real physical space is always bounded but possibly “large” with respect to the
speed of sound in the medium, we consider a family of bounded domains {€.}.~o C R® such that
Q. =~ () in a certain sense as ¢ — 0. More specifically, we suppose that

Q C R? is an unbounded domain with a compact smooth boundary 9€2, (6.13)

and set
Q. = B) N, (6.14)

where B, (. is a ball centered at zero with a radius r(¢), with er(e) — oo.
Our next goal will be to discuss the following topics:

e uniform bounds on the family of solution {o., V¢, u.}c~¢ of problem (6.1 - 6.7), independent of
the parameter € — 0;

e strong (pointwise a.a.) convergence

e — 0
a.a. in (0,77) x Q, (6.15)
V. —
and
u. — U a.a. in (0,7) x Q2 (6.16)

at least for suitable subsequences.

As soon as the afore-mentioned issues are clarified, it is a routine matter to perform the limit for
e — oo in the weak formulation of the Navier-Stokes-Fourier system. Under the specific scaling in
(6.1 - 6.3) the limit problem is identified as the Oberbeck-Boussinesq approximation:

div, U = 0, (6.17)
2|0U + divo(U x U)| + VoIl = u(9)AU + rV, F (6.18)
06,00 + div,(OU)] — 5(7)A6 — g Fadiv,(UF) =0 (6.19)
r + 000 = 0, (6.20)
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see [26] for the complete proof and more information on the limit system. In (6.17 - 6.20), the
symbol II denotes the pressure determined a posterior: by the motion, and © is the weak limit of
the temperature deviations
9. — 0
€

— 0.

Note there are two positive parameters o = a(p,9) and ¢, = ¢,(g,9) resulting from the process of
scaling.

In the remaining part of this section, we focus on the two basic issues mentioned above, namely,
finding uniform bounds on the solutions of the scaled system independent of the scaling parame-
ter ¢ — 0, and compactness of the family of the velocity fields {u.}.~o intimately related to the
propagation of acoustic waves in the low Mach number regime.

6.1.1 Uniform bounds

The key ingredient in the proof of uniform bounds is the total dissipation balance (4.5) introduced
in Section 4.1. Its scaled version reads:

d 1 1 0H4(5.,9 . o 3
&/Q <2Qg!u5|2 4+ g{Hg(gg,ﬁg) — M(gs — 0c) — Hﬁ(g5,0)> } de=—= [ o.dz <0,

do g2 Jo
— (6.21)
where (g.,?) is the static solution with the mass and energy,
Vb (0:,9) = €.V, F in Q.. (6.22)

Due to our specific choice of scaling, we may check that (6.22) implies
0. — 0 a.a. in .

Our hypotheses imposed on the initial data (6.8 - 6.12) imply the the quantity

]- 1 aH*(@Euﬁ) ~ ~ q
/Q <2Q0,5|u0,€’2 + ? [HE(QO,sy 190,5) - 79679<Q0,5 - Qs) - HE(Q& 79)) } dz

evaluated in terms of the initial data remains bounded as ¢ — 0. Consequently, we immediately
deduce that

aH@(@Ev 79)

aQ (QO,E - @a) - Hﬂ(émﬁ)}) dx S C (623)

1 5 1
—00.¢ 5 — | Hy 5)19 )
esstes(lé%) A (290, lug |~ + 52{ 5(00.e; Voe)

/ o. dez < £%¢ (6.24)
Q
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for e — 0.
The bounds (6.23), (6.24), together with the structural properties (3.22 - 3.27) of the functions
p, e, and s, and (3.28 - 3.30) imposed of the transport coefficients p, 1, and k, where we take, for
the sake of simplicity,
A=1

n (3.28), (3.29), give rise to a family of uniform estimates listed below (see [26] for details):

ess sup -~ ¢ <eg¢, (6.25)
t€(0,T) € L2+L5/3(Q;)
9. — 0
ess sup <, (6.26)
te(0,T) € L2414(Q)
- =2
T Ve — aI l — log (¥
/ / v, de dt < e, og(? Og( >’ dz dt < e, (6.27)
o Ja £

and

dz dt <ec. (6.28)

ess sup ||Qaua||L2+L5/4(Q m3) <G / / 'V u. + Vi, — dlvxuaﬂ
te(0,T

A crucial role in deriving the above estimates is played by the coercivity properties of the function
Hy established in Section 4.1 that follow directly from the thermodynamic stability hypothesis (4.2).
Another important factor is the effective presence of a dissipativ mechanism expressed by means of
non-zero viscosity and heat conductivity. Last but not least, the validity of (6.25 - 6.28) is strictly
conditioned by our choice of the initial data, specifically (6.8). Since (6.8), togethere with (6.10 -
6.12) seems to be the weakest assumption that guarantees the uniform bounds established above,
this type of data is usually termed ll-prepared, in contrast with the well-prepared data for which the
families {Qélg }eso, {?982}90 as well as the gradient components of the velocity fields tend to zero a.a.
in Q.

Note that (6.25), (6.26) imply the pointwise convergence claimed in (6.15). As for the family of
velocity fields {u.}.~o, one can deduce from (6.28) and a variant of Korn’s inequality that

u. — U weakly in L*(0,T; W"3(Q)). (6.29)

The pointwise (a.a.) convergence claimed in (6.16) represents a more delicate question because of
possible oscillatory behavior of the velocities with respect to the time variable. This is the main
issue to be discussed in the next section.
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6.1.2 Acoustic waves

The velocity field u., or rather the momentum p.u., can be written in the form
Oele = H[Qaua] + V..

where the symbol H denotes the Helmholtz projector onto the space of solenoidal (divergence-free)
functions. Of course, strictly speaking, the decomposition itself depends on € as we have assumed
that the motion takes place in €2.. For simplicity of presentation, we shall assume that 2. = Q and
we also omit the effect of the potential force 0.V, F.

Since the limit velocity field U is expected to be solenoidal (see (6.17)), the gradient component
V.®., where @, is termed acoustic potential, should “disappear” in the course of the limit passage
e — 0. In order to describe the behavior of V,®., we derive the so-called Lighthill’s acoustic analogy,
see Lighthill [42], [43], [44].

The problem of the strong (a.a. pointwise) convergence of the velocities {u.}.~o is intimately
related to propagation and attenuation of acoustic waves represented by the functional ®.. The
poinwise convergence is not expected if the fluid is confined to bounded domains with acoustically
hard boundary (the complete slip-boundary conditions), where large amplitude rapidly oscillating
waves are generated in the limit € — 0 (see, for instance, Lions and Masmoudi [46], or Schochet [62]
). Here, we focus on the case where the target domain 2 be unbounded and the dispersion of the
acoustic waves takes place. More specifically, the two closely related properties must be satisfied:

e the point spectrum of the associated wave operator is empty;

e the local acoustic energy decays in time.

We remark that problems related to propagation of acoustic waves in R® were studied by Des-
jardins and Grenier [12] and the effect of the boundary layer created by the no-slip conditions (ignored
in the present paper) was examined by Desjardins at al. [13].

To derive the acoustic equation governing the behavior of ®., we begin by introducing a “time
lifting” X, of the entropy production o.. Note that, in the weak formulation, o. must by interepreted
as a non-negative measure. Accordingly, we take

< Ve >=< oz 1[p] >,

where we have set

t _
<Y >=< oz 1p] >, I[e](t,x) = / ©(z,7) dz for any ¢ € L'(0,T;C()). (6.30)
0
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Following the original idea of Lighthill [44], we rewrite the Navier-Stokes-Fourier system in the
form:

£0,Z. + div, V. = ediv,F!, (6.31)

A
€0, V. + wVoZ. = e(div,F? + V. F5 + %vng), (6.32)

supplemented with the homogeneous boundary conditions

VE : Il‘ag = 0, (633)

where we set

e — O A ey Ve) T 777 A
Ze = ¢ ¢ 0 (S(Q v )8 S(Q 19)) + 5257 Vs = 0OeUg, (634)

Fl _ éga <S(Q87ll98) - S(@) ﬂ)) ug + él'{v:l:ﬁa" F? — Sg _ qus ® ué_, (635)

€ w v,

and

P = (Qe — 9) | Ao, (S(Qs,ﬁs) —s(z, 19)) B <p(95,195) - (g, 79)) . (6.36)
=

g2 g2
The constants A and w has to be chosen so that

_9s(p,9) _ 9p(v,9) 9s(o,9) _ 9p(v,9)
A= = oy AT T e,

(6.37)

Note that the wave speed w is strictly positive as a direct consequence of hypothesis of thermodynamic
stability.

Our goal is to show how the strong (pointiwise a.a.) convergence of the velocities {u. }.>¢, claimed
in (6.16), can be deduced from (6.31 - 6.33). Since the velocity field enjoy certain compactness in
the space variable (cf. (6.29), it is enough to show that

[t — / V.(t,:) - w dx} — [t — / Vi(t, ) -w dx} in L(0,7) (6.38)
Q Q

for any fixed w € C°(€; R?), where V. = g.u.. Moreover, since our problem has been reduced to

showing (6.38), we may assume, with help of a simple approximation, that all quantities appearing

in the acoustic equations are smooth. This relaxation of the original problem as well the smoothing
procedure are discussed in detail in [26].
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Thus our task may be reduced to the following problem:
Show that the family
[t — / V.(t,-) w dx} is precompact in L*(0,7T) (6.39)
Q

for any w € C°(Q; R?), on condition that

€0, Z. + div, V. = ediv,FL in (0,T) x , (6.40)
e0; V. +wV,Z, = ediv,F? in (0,7T) x Q, (6.41)
V. - 1nlpg =0, (6.42)

Z.(0,) = Zy., V-(0,-) = Vg in Q, (6.43)

where
Zoe € C2(Q), {Zo}eso bounded in L*(Q2), Vo, € C=(; R?), {Vo.}eso bounded in L*(Q; R?),
and with the functions

F! € C>((0,T) x Q; R®), F? € C°((0,T) x Q; R**®),

{F1}.o0 bounded in L*(0,T; L*(€%; R*)), {F2}.50 bounded in L*(0, T; L*(; R**®)).  (6.44)

We first focus on compactness of the solenoidal part of V.. To this end, consider a function
e WhH2NWheo(Q; R3), divyh = 0, ¢ - n|gq = 0. Multiplying equation (6.41) on ¢ and integrating
by parts, we obtain

d
7/V€-¢dx:—/w§:vx¢dx, /V€(0,~)~¢dx:/V06-¢dx.
dt Ja Q Q Q
In particular, we deduce that the family
[t > / V.- dx] is precompact in C[0, 7. (6.45)
Q
We note that this step is strongly conditioned by our choice of the complete slip boundary condition.
To perform the analysis of acoustic waves (the gradient component of V), we rewrite system

(6.40), (6.41) in terms of an abstract self-adjoint operator (the Neumann Laplacean Ay):
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An[v] = Av, Vv -nlogg =0, v(z) — 0 as |z| — oo,

with
D(Ax) ={w € L2(Q) | we W2’2(Q), V.w - nlsgq = 0}.

If 2 is a regular (unbounded) domain in R3, exterior to a compact set, it can be shown that —Ay
is a self-adjoint, non-negative operator in L?*(Q), with an absolutely continuous spectrum [0, co).
Moreover, Ay satisfies the limiting absorption principle:

sup [Vo(-an-NToV|

S C()f7ﬂ; (6-46)
AEC,0<a<Re[\|<B<o0, Im[A]#0 ]

LIL?(Q2);L2()

where
V(r)=(1+ |x\2)_%, s>1

see Leis [40]. Similar properties may be shown on other types of unbounded domains like a half-space
or the entire physical space R3.

For the acoustic potential
o, = Ay [div,.V.], (6.47)

the system of equations (6.40), (6.41) reads

€0, Z. + An®. = ediv,F!

g

£0;®. + wZ. = Ay div,div,F>. (6.48)
The acoustic potential . may be therefore expressed by means of the standard Duhamel formula:

o1, (6.49)
— exp (%@) [AN[@] + \/_I_AN[hi] +i (AN[hi] + \/__AN[h;‘]ﬂ

o (512700 [t + oA (At )] as

for certain functions

{h'}.~o bounded in L*(2), {H'}.~¢ is bounded in L*((0,T) x ). (6.50)
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Now, there are several possibilities how to show strong convergence of the acoustic potential.

Here, we first revoke the space-time decay estimates for the group exp(it/—Ay) obtained by Kato
[34].

Theorem 6.1 | Reed and Simon [60, Theorem XIII.25 and Corollary] |

Let A be a closed densely defined linear operator and H a self-adjoint densely defined linear

operator in a Hilbert space X. For A ¢ R, let Ry[\] = (H — \Id)™! denote the resolvent of H.
Suppose that

= sup |Ao Ry o A*[v]||x < oc. (6.51)
AR, vED(A*), |jv||x=1

Then -
s+ / 1A exp(—itH)[w]||% dt < T2

weX, |lwllx=1

Thus the desired conclusion (6.39) follows by applying Theorem 6.1 in the situation

X = LQ(Q)7 H = \V _ANv A[U] - QDG(_AN)['UL IS X7
with
G € CX(0,00), p € CX(Q) given functions.

Kato’s result is applicable provided the domain 2 and the associated Neumann Laplacean obey

the limiting absorption principle (6.46). More general domains may be handled by means of the
celebrated RAGE theorem, see Cycon et al. [9, Theorem 5.8]:
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Theorem 6.2 Let H be a Hilbert space, A : D(A) C H — H a self-adjoint operator, C : H — H
a compact operator, and P, the orthogonal projection onto the space of continuity H. of A,
specifically,

H=H.® clH{span{w € H | w an eigenvector of A}}

Then

— 0 as T — o0. (6.52)

1 T
—/ exp(—itA)CP.exp(itA) dt
0 L(H)

T

RAGE theorem is optimal in the sense that represents both necessary and sufficient condition
for the local pointwise converegence of the acoustic waves, namely, the absence of eigenvalues of the
Neumann Laplacean in the domain ). Kato’s result and RAGE theorem may be viewed as two
extremal cases of the abstract theory of the acoustic waves propagation described in terms of the
associated spectral measures, see [19] for details.

6.2 High Reynolds - low Mach number limit: From compressible viscous
to incompressible inviscid fluid flows

In many real world applications, in particular in meteorology, the fluids are asymptotically incom-

pressible, and, at the same time, the transport coefficients - the viscosity and the heat conductivity

- are small. This the situation when the Mach number is small but Reynolds and Peclet numbers
are high. The corresponding scaled system, in the absence of external forces, reads
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o + div,(ou) = 0,
1
Oi(ou) + div,(ou ® u) + ;pr(g, V) = e*div,S(v, V,u),

q(v, Vx19)> _ .,

By(0s(0,V)) + diva(os(o, ¥)u) + e'div, ( 7

supplemented with the total energy balance

d ¢ (2
&/Q §Q|U| + 0e(0,9) | (,-) dz =0,

where the entropy production rate o, satisfies

)
9

Sl

o. > <5a+28 : Vou+ e |V119|2> >0,

and where a, b are positive exponents specified below.

(6.53)
(6.54)

(6.55)

(6.56)

(6.57)

The main difficulty of the asymptotic limit ¢ — 0, besides the oscillations due to the acoustic
velocity component, is the lack of bounds on the velocity and temperature gradient when € — 0. In
particular, the uniform bounds (6.27), (6.28) are no longer available and must be replaced by certain

stability relations.

The limit (target) problem can be (formally) identified quite easily as the incompressible Euler

system:

div,v =0,
v +v-V,v+ VIl =0,

supplemented with a transport equation for the temperature deviation T,

oT +v-V,T=0.

Similarly to the preceding section, the function v is the limit velocity while T =

—. Note that

the system (6.58 - 6.60) can be obtained as a hydrodynamic limit of the Boltzmann equation, see
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Golse [28].

To avoid problems related to the boundary conditions, and, at the same time, to guarantee the
dispersive estimates for the acoustic equation, we consider the problem in the whole space Q = R?
and prescribe only the “far field” boundary conditions:

0—0>0 9—1, u—0as|z|— oo.
Furthermore, we consider the initial data in the form
0(0,) = 00 = o+ 0, 9(0,)) = Do, =0 +e0f, u(0,-) = up,. (6.61)

The inviscid system (6.58 - 6.60) is known to possess a smooth solution at least on a short
time interval that may depend on the size of the initial data, see, for instance, Kato and Lai [35].
Consequently, the solutions {o.,Js, u.}eso of the scaled Navier-Stokes-Fourier system are expected
to converge to solutions of (6.58 - 6.60) on the interval of existence of the latter. We report the
following result, [22, Theorem 3.1]:
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Theorem 6.3 Let the thermodynamic functions p, e, and s as well as the transport coefficients
1 and k comply with the hypotheses of Theorem 3.2, with o = 1. Let

10
b>0, O<a<§. (6.62)
Furthermore, take the initial data (6.61) in such a way that

{060} es0, {952}es0 are bounded in L N L¥(R%), o) — ofY, 95 — 0" in L*(R?),

and
{up.}eso is bounded in L*(R*; R*), ug. — ug in L*(R*; R%),

where
5
o, o) e wh2n Wh=(R?), H[ug) = vo € W?*(R? R?) for a certain k > 5

Let Thax € (0,00] denote the mazimal life-span of the reqular solution v to the Euler system
(6.58), (6.59) satisfying v(0,-) = vqo. Finally, let {oc,0:,u.} be a dissipative solution of the
Navier-Stokes-Fourier system in (0,T) X R®, T < Tyax introduced in Section 4.2.1.

Then

ess sup || o:(t,-) — @ ||p2415/3(r2) < €c,
te(0,T)

Vou. — o v in L2 ((0,T); L (R R?)) and weakly-(*) in L°(0,T; L*(R*; RY)),
and

9. — 9
5

loc

— T in L((0, T); LL (R?*; R*)) and weakly-(*) in L°(0,T; L* + LY(R%)), 1< ¢ < 2,

where v, T is the unique solution of the Euler-Boussinesq system (6.58 - 6.60), with the initial
data

_0s(0,9 10p(e,V
vo = Hlu], 7o =70 5319 )1981)—9 5319 )Qél)-
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The proof of Theorem 6.3 represents another application and illustrate the strength of the rela-
tive entropy inequality (4.9). Results of this type for a simpler compressible Navier-Stokes system
(without temperature) were obtained by Masmoudi [52], [53]. The reader will have noticed that
Theorem 6.3 applies to the dissipative solutions, meaning solutions belonging to the same class as
the weak solutions but satisfying merely the relative entropy inequality (4.9).

The complete proof of Theorem 6.3, carried over in [22], is rather involved, however, the leading
idea is relatively simple and consists in taking

U=V,0.+v, r=0+¢cR.,, O=0+¢T,

as the test functions in the relative entropy inequality (4.9). Here, v is the solution to the incom-
pressible Euler system, while R., T;, and ®. solve the acoustic equation:

edy(aR. + OT.) + wAD. =0,

eV, P, + V. (aR. + BT.) =0,

) —) 2
The functions R., T. are not uniquely determined; whence we introduce the transport equation
0y(0T. — BR.) + U, - V. (0T, — BR:) + (0T — BR.)div, U, =0, (6.63)
with 55(2.7)
s(0;
)= @%.

Note that equation (6.63) is nothing other than a convenient linearization of the entropy balance.
The resulting system of equations is now well-posed.

6.3 Rotating fluids

Rotating fluid systems appear in numerous applications of fluid mechanics, in particular in models
of atmospheric and geophysical flows, see the monograph [7]. Earth’s rotation, together with the
influence of gravity and the fact that atmospheric Mach number is typically very small, give rise to
a large variety of singular limit problems, where some of these characteristic numbers become large
or tend to zero, see Klein [37], [38].

In certain situations, it is convenient to study rotating fluids in the coordinate system attached
to the fluid reference domain. Accordingly, the Coriolis and centrifugal forces will appear as a new
contribution in the momentum equation. Neglecting, for the sake of simplicity, the influence of the
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temperature on the fluid motion we arrive at the following scaled Navier-Stokes system describing
the time evolution of the fluid density o = o(¢, z) and the velocity field u = u(t, z):

0o + div,(pu) =0, (6.64)

1 1 1
O¢(pou) + div,(ou ® u) + g(b X ou) + 82—mpr(g) = div,S(V,u) + 8—2ngG. (6.65)

The term 1/e(b x pu) is the Coriolis force, where the small paramater € corresponds to the Rossby
number and
b =10,0,1]

is the (vertical) rotation axis. Accordingly,
1 2
?vaGa G = |(21, 72)]

is the associated centrifugal force. Similarly to the preceding part, €™ is the Mach number and m a
positive exponent to be fixed below.
We consider a very simple geometry of the underlying physical space 2 C R3, namely Q is an
infinite slab,
Q=R*x (0,1).

Moreover, to eliminate entirely the effect of the boundary on the motion, we prescribe the complete
slip boundary conditions for the velocity field

u- n|aQ =0, [Sn} X Il|3Q =0, (666)
keeping in mind that the more standard no-slip boundary condition
u’aQ = O

would drive the fluid to the rest in the asymptotic limit, namely u — 0 for ¢ — 0. On the other
hand, the Navier slip condition

u- n|8Q - O> ﬁutan + [Sn]tan|89 - 07 ﬁ > 07 (667)

would give rise to a friction term in the limit system known as Ekman’s pumping, see [20]. The same
effect is being produced in the anisotropic case where “vertical” and “horizontal” viscosities are of
different order, see Masmoudi [49], [50], [51].
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As shown in Chemin at al. [7], incompressible rotating fluids stabilize to a 2D motion described
by the vertical averages of the velocity provided the Rossby number ¢ tends to zero. In addition,
the stabilizing effect of rotation has been exploited by many authors, see e.g. Babin, Mahalov and
Nicolaenko [1], [2]. On the other hand, as we have seen in the previous discussion, compressible fluid
flows in the low Mach number regime behave like the incompressible ones, see the pioneering paper
by Klainerman and Majda [36].

Thus, at least for m >> 1, solutions of the scaled system (6.64), (6.65) are expected to be rapidly
driven to incompressibility and then to stabilize to a purely horizontal motion as ¢ — 0. Such a
scenarion has been rigorously confirmed in [20], the result of which we now reproduce. One of the
main stumbling blocks in the study of this multiscale asymptotic limit is the action of the centrifugal
force that becomes large for |z| — oo thus interfering with the acoustic waves at the far field.

6.3.1 Hypotheses and main results

The initial data are ill-prepared with respect to the acoustic scaling, namely,
Q€(07 ) = 00, ua(oa ) = Upe,

00, = é& + €mr0,aa (668)

where g, is a solution of the associated static problem:
V.p(o.) = 2™ V5. V,G in Q.
Moreover, we assume that the pressure p = p(p) satisfies

p'(0)

p € C'0,00) N C*0,00), p'(0) >0 for all o >0, glgrolo e =c>0 (6.69)
for a certain v > 3/2, and we normalize
~ 2(m—1) ep'(2)
P(o.) =¢ G, where P(p) = / . dz. (6.70)
1

Finally, we suppose that the initial data satisfy

y—2
{5527’0,5} is bounded in L*(€2), {ro.}e>o is bounded in L* N L>(),
=0 (6.71)

{V0:-1q }eso is bounded in L?(2; R?).
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Before formulating the main result, we introduce the vertical averages

1
(v) (24) = |Tl|/71 v(xp, x3) drs,

where x, = [x1, 2] denotes the “horizontal” component. We report the following result, see [20,
Theorem 1]:

Theorem 6.4 Let the pressure p satisfy hypotheses (6.69), with v > 3/2. Let o, u. be a finite

energy weak solution of the Navier-Stokes system in (0,T) x 2 , emanating from the initial data
(6.68), (6.71). In addition, suppose that

m > 10

and that
ug. — Uy weakly in L*(Q; R?).

Then

ess sup |lo- — 1||(z24ovyx) < €™c(K) for any compact K C Q,
te(0,7T)

u. — U weakly in L*(0,T; W"2(Q; R?)),
where U = [Up(xy,), 0] is the unique solution to the 2D incompressible Navier-Stokes system

dthUh — 0, (672)

0, Uy, + dth(Uh X Uh) + V,II = ,uAhUh, (673)

with the initial data
UL(0,-) = [H[[(Uo),,0]] |,

References

[1] A. Nicolaenko B. Babin, A. Mahalov. Global regularity of 3D rotating Navier-Stokes equations
for resonant domains. Indiana Univ. Math. J., 48:1133-1176, 1999.

42



2]

[10]

[11]

[12]

[13]

A. Nicolaenko B. Babin, A. Mahalov. 3D Navier-Stokes and Euler equations with initial data
characterized by uniformly large vorticity. Indiana Univ. Math. J., 50 (Special Issue):1-35,
2001.

S. E. Bechtel and Q. Rooney, F.J. Wang. A thermodynamic definition of pressure for incom-
pressible viscous fluids. Int. J. Eng. Sci., 42:1987-1994, 2004.

M. Bulicek, J. Malek, and K.R. Rajagopal. Navier’s slip and evolutionary Navier-Stokes-like
systems with pressure and shear- rate dependent viscosity. Indiana Univ. Math. J., 56:51-86,
2007.

L. Caffarelli, R.V. Kohn, and L. Nirenberg. On the regularity of the solutions of the Navier-
Stokes equations. Commun. Pure Appl. Math., 35:771-831, 1982.

H. Callen. Thermodynamics and an Introduction to Thermostatistics. Wiley, New Yoerk, 1985.

J.-Y. Chemin, B. Desjardins, I. Gallagher, and E. Grenier. Mathematical geophysics, volume 32
of Ozford Lecture Series in Mathematics and its Applications. The Clarendon Press Oxford
University Press, Oxford, 2006.

A. Cheskidov, S. Friedlander, and R. Shvydkoy. On the energy equality for weak solutions of
the 3D Navier-Stokes equations. In Advances in mathematical fluid mechanics, pages 171-175.
Springer, Berlin, 2010.

H.L. Cycon, R.G. Froese, W. Kirsch, and B. Simon. Schrdidinger operators: with applications
to quantum mechanics and global geometry. Texts and monographs in physics, Springer-Verlag,
Berlin,Heidelberg, 1987.

C.M. Dafermos. The second law of thermodynamics and stability. Arch. Rational Mech. Anal.,
70:167-179, 1979.

C. De Lellis and L. Székelyhidi, Jr. The h-principle and the equations of fluid dynamics. Bull.
Amer. Math. Soc. (N.S.), 49(3):347-375, 2012.

B. Desjardins and E. Grenier. Low Mach number limit of viscous compressible flows in the
whole space. R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci., 455(1986):2271-2279, 1999.

B. Desjardins, E. Grenier, P.-L.. Lions, and N. Masmoudi. Incompressible limit for solutions
of the isentropic Navier-Stokes equations with Dirichlet boundary conditions. J. Math. Pures
Appl., 78:461-471, 1999.

43



[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

J. Duchon and R. Robert. Inertial energy dissipation for weak solutions of incompressible Euler
and Navier-Stokes equations. Nonlinearity, 13:249-255, 2000.

B. Ducomet and E. Feireisl. On the dynamics of gaseous stars. Arch. Rational Mech. Anal.,
174:221-266, 2004.

S. Eliezer, A. Ghatak, and H. Hora. An introduction to equations of states, theory and applica-
tions. Cambridge University Press, Cambridge, 1986.

J.L. Ericksen. Introduction to the thermodynamics of solids, revised ed. Applied Mathematical
Sciences, vol. 131, Springer-Verlag, New York, 1998.

C. L. Fefferman. Existence and smoothness of the Navier-Stokes equation. In The millennium
prize problems, pages 57—67. Clay Math. Inst., Cambridge, MA, 2006.

E. Feireisl. Local decay of acoustic waves in the low Mach number limits on general unbounded
domains under slip boundary conditions. Commun. Partial Differential Equations, 2010. Sub-
mitted.

E. Feireisl, I. Gallagher, D. Gerard-Varet, and A. Novotny. Multi-scale analysis of compressible
viscous and rotating fluids. Commun. Math. Phys., 314:641-670, 2012.

E. Feireisl and A. Novotny. Singular limits in thermodynamics of viscous fluids. Birkhauser-
Verlag, Basel, 2009.

E. Feireisl and A. Novotny. Inviscid incompressible limits of the full Navier-Stokes-Fourier
system. Commun. Math. Phys., 2012. to appear.

E. Feireisl and A. Novotny. Weak-strong uniqueness property for the full Navier-Stokes-Fourier
system. Arch. Rational Mech. Anal., 204:683-706, 2012.

E. Feireisl, A. Novotny, and Y. Sun. A regularity criterion for the weak solutions to the Navier-
Stokes-Fourier system. Arch. Rational Mech. Anal., 2012. Submitted.

E. Feireisl and D. Prazak. Asymptotic behavior of dynamical systems in fluid mechanics. AIMS,
Springfield, 2010.

E. Feireisl and M.E. Schonbek. On the Oberbeck-Boussinesq approximation on unbounded
domains. In Abel Symposium Lecture Notes. Springer Verlag, Berlin, 2011.

G. Gallavotti. Foundations of fluid dynamics. Springer-Verlag, New York, 2002.

44



28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

F. Golse. The Boltzmann equation and its hydrodynamic limits. In Evolutionary equations.
Vol. 11, Handb. Differ. Equ., pages 159-301. Elsevier/North-Holland, Amsterdam, 2005.

T.I. Hesla. Collision of smooth bodies in a viscous fluid: A mathematical investigation. 2005.
PhD Thesis - Minnesota.

M. Hillairet. Lack of collision between solid bodies in a 2D incompressible viscous flow. Comm.
Partial Differential Equations, 32(7-9):1345-1371, 2007.

M. Hillairet and T. Takahashi. Collisions in three-dimensional fluid structure interaction prob-
lems. SIAM J. Math. Anal., 40(6):2451-2477, 2009.

D. Hoff. Dynamics of singularity surfaces for compressible viscous flows in two space dimensions.
Commun. Pure Appl. Math., 55:1365-1407, 2002.

D. Hoff and M. M. Santos. Lagrangean structure and propagation of singularities in multidi-
mensional compressible flow. Arch. Ration. Mech. Anal., 188(3):509-543, 2008.

T. Kato. Remarks on the zero viscosity limit for nonstationary Navier—Stokes flows with bound-
ary. In Seminar on PDE’s, S.S. Chern (ed.), Springer, New York, 1984.

T. Kato and C.Y. Lai. Nonlinear evolution equations and the Euler flow. J. Funct. Anal.,
56:15-28, 1984.

S. Klainerman and A. Majda. Singular limits of quasilinear hyperbolic systems with large param-
eters and the incompressible limit of compressible fluids. Comm. Pure Appl. Math., 34:481-524,
1981.

R. Klein. Asymptotic analyses for atmospheric flows and the construction of asymptotically
adaptive numerical methods. Z. Angw. Math. Mech., 80:765-777, 2000.

R. Klein. Multiple spatial scales in engineering and atmospheric low Mach number flows. ESAIM:
Math. Mod. Numer. Anal., 39:537-559, 2005.

R. Klein, N. Botta, T. Schneider, C.D. Munz, S. Roller, A. Meister, L. Hoffmann, and T. Sonar.
Asymptotic adaptive methods for multi-scale problems in fluid mechanics. J. Engrg. Math.,
39:261-343, 2001.

R. Leis. Initial-boundary value problems in mathematical physics. B.G. Teubner, Stuttgart,
1986.

45



[41]

[42]

[43]

[44]
[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

J. Leray. Sur le mouvement d’un liquide visqueux emplissant I'espace. Acta Math., 63:193-248,
1934.

J. Lighthill. On sound generated aerodynamically I. General theory. Proc. of the Royal Society
of London, A 211:564-587, 1952.

J. Lighthill. On sound generated aerodynamically II. General theory. Proc. of the Royal Society
of London, A 222:1-32, 1954.

J. Lighthill. Waves in Fluids. Cambridge University Press, Cambridge, 1978.

P.-L. Lions. Mathematical topics in fluid dynamics, Vol.1, Incompressible models. Oxford Science
Publication, Oxford, 1996.

P.-L. Lions and N. Masmoudi. Incompressible limit for a viscous compressible fluid. J. Math.
Pures Appl., T7:585-627, 1998.

J.-G. Liu, J. Liu, and R. L. Pego. On incompressible Navier-Stokes dynamics: a new approach
for analysis and computation. In Hyperbolic problems: theory, numerics and applications. I,
pages 29-44. Yokohama Publ., Yokohama, 2006.

J.-G. Liu, J. Liu, and R. L. Pego. Stability and convergence of efficient Navier-Stokes solvers
via a commutator estimate. Comm. Pure Appl. Math., 60(10):1443-1487, 2007.

N. Masmoudi. The Euler limit of the Navier-Stokes equations, and rotating fluids with boundary.
Arch. Rational Mech. Anal., 142(4):375-394, 1998.

N. Masmoudi. Asymptotic problems and compressible and incompressible limits. In Advances
in Mathematical Fluid Mechanics, J. Malek, J. Necas, M. Rokyta Eds., Springer-Verlag, Berlin,
pages 119-158, 2000.

N. Masmoudi. Ekman layers of rotating fluids: the case of general initial data. Comm. Pure
Appl. Math., 53(4):432-483, 2000.

N. Masmoudi. Incompressible inviscid limit of the compressible Navier—-Stokes system. Ann.
Inst. H. Poincaré, Anal. non linéaire, 18:199-224, 2001.

N. Masmoudi. Examples of singular limits in hydrodynamics. In Handbook of Differential
Equations, III, C. Dafermos, E. Feireisl Eds., Flsevier, Amsterdam, 2006.

A. Matsumura and T. Nishida. The initial value problem for the equations of motion of viscous
and heat-conductive gases. J. Math. Kyoto Univ., 20:67-104, 1980.

46



[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

A. Matsumura and T. Nishida. The initial value problem for the equations of motion of com-
pressible and heat conductive fluids. Comm. Math. Phys., 89:445-464, 1983.

[. Miiller and T. Ruggeri. Rational extended thermodynamics. Springer Tracts in Natural Phi-
losophy 37, Springer-Verlag, Heidelberg, 1998.

N. V. Priegjev, Darhuber A.A., and S.M. Troian. Slip behavior in liquid films on surfaces
of patterned wettability:Comparison between continuum and molecular dynamics simulations.
Phys. Rev. E, 71:041608, 2005.

N. V. Priezjev and S.M. Troian. Influence of periodic wall roughness on the slip behaviour
at liquid/solid interfaces: molecular versus continuum predictions. J. Fluid Mech., 554:25-46,
2006.

G. Prodi. Un teorema di unicita per le equazioni di Navier-Stokes. Ann. Mat. Pura Appl.,
48:173-182, 1959.

M. Reed and B. Simon. Methods of modern mathematical physics. IV. Analysis of operators.
Academic Press [Harcourt Brace Jovanovich Publishers|, New York, 1978.

V. Scheffer. An inviscid flow with compact support in space-time. J. Geom. Anal., 3(4):343-401,
1993.

S. Schochet. The mathematical theory of low Mach number flows. M2ANMath. Model Numer.
anal., 39:441-458, 2005.

J. Serrin. On the interior regularity of weak solutions of the Navier-Stokes equations. Arch.
Rational Mech. Anal., 9:187-195, 1962.

A. Shnirelman. Weak solutions of incompressible Euler equations. In Handbook of mathematical
fluid dynamics, Vol. II, pages 87-116. North-Holland, Amsterdam, 2003.

R. Shvydkoy. Lectures on the Onsager conjecture. Discrete Contin. Dyn. Syst. Ser. S, 3(3):473~
496, 2010.

H. Sohr. The Navier-Stokes equations: An elementary functional analytic approach. Birkhauser
Verlag, Basel, 2001.

A. Valli. A correction to the paper: “An existence theorem for compressible viscous fluids”
[Ann. Mat. Pura Appl. (4) 130 (1982), 197-213; MR 83h:35112]. Ann. Mat. Pura Appl. (4),
132:399-400 (1983), 1982.

47



[68] A. Valli. An existence theorem for compressible viscous fluids. Ann. Mat. Pura Appl. (4),
130:197-213, 1982.

[69] A. Valli and M. Zajaczkowski. Navier-Stokes equations for compressible fluids: Global existence
and qualitative properties of the solutions in the general case. Commun. Math. Phys., 103:259—
296, 1986.

[70] Emil Wiedemann. Existence of weak solutions for the incompressible Euler equations. Ann.
Inst. H. Poincaré Anal. Non Linéaire, 28(5):727-730, 2011.

48



