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Abstract. The Gauss quadrature can be formulated as a method for approximation of positive
definite linear functionals. The underlying theory connects several classical topics including orthogo-
nal polynomials and (real) Jacobi matrices. In this paper we investigate the problem of generalizing
the concept of Gauss quadrature for approximation of linear functionals which are not positive defi-
nite. We show that the concept can be generalized to quasi-definite functionals and based on a close
relationship with orthogonal polynomials and complex Jacobi matrices.
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1. Introduction. Let L be a linear functional on the space of (complex) poly-
nomials, L : P → C. The functional L is fully determined by its values on monomials,
called moments,

L(xk) = mk, k = 0, 1, . . . . (1.1)

We say that π0, π1, . . . , πk is the sequence of formal orthogonal polynomials if

πj ∈ Pj and L(p πj) = 0, ∀p ∈ Pj−1, for j = 1, 2, . . . , k,

where Pj is the space of polynomials of degree at most j.
In the classical case (see [17], [33], [8], [9] and [50]) L is the Riemann, the

weighted Riemann or the more general Riemann-Stieltjes integral with respect to
a non-decreasing distribution function µ defined on the real axis having finite limits
at ±∞ and infinitely many points of increase. Since µ is of bounded variation, the
integral

∫
fdµ exists for every continuous function f . Moreover, under these assump-

tions, and with L(f) =
∫

fdµ, formal orthogonal polynomials πj have some additional
properties: they exist, they are unique up to a nonzero constant factor, they satisfy
three-term recurrence relation, πj is of degree j and L(π2

j ) 6= 0 for j = 0, 1, . . . These

properties allow us to approximate the integral
∫

fdµ for every integer n by the unique
n-node quadrature that has algebraic degree of exactness 2n−1, the well-known Gauss
quadrature rule.

The classical theory of Gauss quadrature can be found in many books; see, for
example, [52, Chapters III and XV], [7, Chapter I, Section 6], [19], [18, Chapter 3.2],
[36, Section 3.2]. It can be described via orthogonal polynomials or Jacobi matrices
which store the coefficients of the associated three-term recurrences and are typically
defined as real, tridiagonal, symmetric matrices with positive sub-diagonals (here the
last property is not essential; see [56, pp. 335-336]). The n-th Jacobi matrix Jn is
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thus determined by the first 2n moments of the measure µ. Moreover, the (1, 1) entry
of the i-th power of Jn, eT

1 (Jn)i e1, is equal to the moment mi for i = 0, . . . , 2n − 1,
which is known as the moment matching property.

In this paper we want to see how far we can go with generalization of the Gauss
quadrature as an approximant for an arbitrary linear functional. We will show that it
is possible to define Gauss quadrature whenever the corresponding sequence of formal
orthogonal polynomials satisfies some particular properties that naturally hold in the
classical case.

In Section 2 we recall properties of (formal) orthogonal polynomials. As a ba-
sic reference we consider, besides the classical monograph by Szegö [52], the beautiful
summary of the general theory by Chihara [7]. Section 3 describes the spectral proper-
ties of complex Jacobi matrices. In Section 4 we give a proof of the moment matching
property for complex Jacobi matrices and quasi-definite linear functionals. Known
results generalizing the Gauss quadrature under restrictive assumptions are summa-
rized in Section 5. The results described in Sections 3 and 4 lead to the fully general
extension of the n-node Gauss quadrature rule in Sections 6 and 7. This rule extends
the main properties of the classical Gauss quadrature to the case when the functional
L is quasi-definite. If the linear functional is not quasi-definite, then an analogous
generalization can not be established. Demonstration of this fact concludes the paper.

2. Orthogonality and quasi-definite linear functionals. The term orthog-
onal polynomials is usually used for polynomials orthogonal with respect to an inner
product (i.e., with respect to an integral with the positive Borel measure). More
generally, given the linear functional L, we will use the following definition.

Definition 2.1. A sequence of polynomials π0, π1, . . . , πk satisfying the condi-
tions

1. deg(πj) = j (πj is of degree j),
2. L(πi πj) = 0, i < j,
3. L(π2

j ) 6= 0,
is called a sequence of orthogonal polynomials with respect to the linear functional L.

The conditions (2) - (3) are equivalent to the following:

L(pπj) = 0, ∀p ∈ Pj−1, and L(pπj) 6= 0, if deg(p) = j.

Moreover, π0(x) 6= 0 and, providing that they exist, πn(x), n = 1, 2, . . . , k, are
uniquely determined up to a nonzero constant factor.

The question of existence of orthogonal polynomials is considered, for example, in
[7, Chapter I]; for the case of classical orthogonal polynomials see also Theorem 2.1.1
and pages 24 and 25 of [52]. In the following we will use the Hankel determinants ∆j

of the matrices of moments (see (1.1)),

∆j =

∣∣∣∣∣∣∣∣∣

m0 m1 . . . mj

m1 m2 . . . mj+1

...
...

. . .
...

mj mj+1 . . . m2j

∣∣∣∣∣∣∣∣∣

. (2.1)

Definition 2.2. A linear functional L for which the first k + 1 Hankel deter-
minants are nonzero, i.e., ∆j 6= 0 for j = 0, 1, . . . , k, is called quasi-definite on the
space of polynomials Pk of degree at most k.

In the same spirit we define positive definite functionals (see, e.g., [7, Chapter I,
Theorem 3.4]).
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Definition 2.3. The linear functional L is said to be positive definite on Pk if
ms ∈ R for s = 0, . . . , 2k and ∆j > 0 for j = 0, . . . , k.

The following statements are equivalent (see Chapter I Theorem 3.4 and Chapter
II Section 3 in [7]):

• L is positive definite on Pk.
• L(p) > 0 for every nonzero and nonnegative real polynomial from Pk.
• There exists a positive non-decreasing distribution function µ supported on

the real axis such that L(p) =
∫

p(x)dµ(x) for all p from P2k.
Hence, the classical theory of orthogonal polynomials concerns positive definite linear
functionals. For the existence of orthogonal polynomials in the sense of Definition
2.1, the positive definiteness of L is, however, not needed.

Theorem 2.4. [7, Chapter I, Theorem 3.1] A sequence {πj}k
j=0 of orthogonal

polynomials with respect to L exists if and only if L is quasi-definite on Pk.
It is also shown in [52, Section 3.2] and [7, Section 4] that monic orthogonal

polynomials (from now on π is always used for monic orthogonal polynomials) with
respect to a quasi-definite linear functional have the following properties:

• They satisfy the three-term recurrence relation ([52, Theorem 3.2.1] and [7,
Theorem 4.1])

πn(x) = (x − δn−1)πn−1(x) − ηn−1πn−2(x), n = 1, 2, . . . (2.2)

where we set η0 = m0, while the other elements are defined as

δn−1 =
L(xπ2

n−1)

L(π2
n−1)

, ηn−1 =
L(π2

n−1)

L(π2
n−2)

6= 0, π−1(x) = 0, π0(x) = 1;

• They satisfy the Christoffel-Darboux identitites ([52, Theorem 3.2.2] and [7,
theorem 4.5 and 4.6])

n∑

j=0

πj(x)πj(y)

Kj
=

1

Kn

πn+1(x)πn(y) − πn+1(y)πn(x)

x − y
, n ≥ 0, (2.3)

n∑

j=0

π2
j (x)

Kj
=

1

Kn
[π′

n+1(x)πn(x) − πn+1(x)π′
n(x)], n ≥ 0, (2.4)

with Kj = L(π2
j ) = η0η1 . . . ηj , j = 0, . . . , n.

Unlike in the positive-definite case, for L quasi-definite the coefficients of the
associated orthogonal polynomials are not necessarily real, the coefficients in the
three-term recurrence relation are, in general, complex, and zeros of the orthogonal
polynomials can be complex and multiple.

Normalizing polynomials πj we can get the sequence of orthonormal polynomials
p̃j . They are unique up to multiplication by (−1), and one particular sequence within
the whole family can be expressed as

p̃j(x) =
πj(x)√
L(π2

j )
=

πj(x)
√

η0η1 . . . ηj
, j = 0, 1, . . . , k , (2.5)

where we take arg(
√

c) ∈ (−π/2, π/2], i.e., consider the principal value of the square
root. This means that if there exists a sequence of monic orthogonal polynomials
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π0, . . . , πk, then there are 2k+1 associated sequences of orthonormal polynomials which
differ in executing the complex square roots of the individual coefficients η0, . . . , ηk.
The three-term recurrence relation for orthonormal polynomials p̃0, . . . , p̃n, n ≤ k,
can be written as

x




p̃0(x)
p̃1(x)

...
p̃n−1(x)


 = Jn




p̃0(x)
p̃1(x)

...
p̃n−1(x)


 +

√
ηn




0
0
...

p̃n(x)


 , (2.6)

where Jn is the (complex) tridiagonal symmetric matrix

Jn =




δ0
√

η1√
η1 δ1

√
η2

√
η2 δ2

. . .

. . .
. . .

√
ηn−1√

ηn−1 δn−1




. (2.7)

From (2.6) we see that the zeros λi, i = 1, . . . , n, of p̃n are the eigenvalues of Jn, with

wi = [p̃0(λi), p̃1(λi), . . . , p̃n−1(λi)]
T , i = 1, . . . , n, (2.8)

the associated eigenvectors. Moreover, we see that the first entry of every eigenvector
of Jn is different from zero.

In general, any sequence of orthogonal polynomials p0, p1, . . . satisfies the three
term recurrence relationship of the form

βnpn(x) = (x − αn−1)pn−1(x) − γn−1pn−2(x), for n = 1, 2, . . . , (2.9)

where we set γ0 = 0, p−1(x) = 0, p0(x) = c (c is a given complex number different
from zero) and

αn−1 =
L(xp2

n−1)

L(p2
n−1)

, βn =
L(xpn−1pn)

L(p2
n)

, γn−1 =
L(xpn−2pn−1)

L(p2
n−2)

, (2.10)

(see [52, Theorem 3.2.1], [7, p. 19], [3, Theorem 2.4]). Providing that p0, p1, . . . , pn ex-
ist, all coefficients β0, . . . , βn and γ1, . . . , γn−1 are different from zero. The recurrences
(2.9) can be written in the matrix form

x




p0(x)
p1(x)

...
pn−1(x)


 = Tn




p0(x)
p1(x)

...
pn−1(x)


 + βn




0
0
...

pn(x)


 . (2.11)

Now, Tn is a tridiagonal complex matrix

Tn =




α0 β1

γ1 α1
. . .

. . .
. . . βn−1

γn−1 αn−1




.
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On the other hand, as shown in [7, Chapter I, Theorem 4.4], in the survey [37,
Theorem 2.14] and firstly for the positive definite case by Favard in [13], if we consider
any sequence of polynomials satisfying

bnpn(x) = (x − an−1)pn−1(x) − cn−1pn−2(x), n = 1, 2, . . . , (2.12)

where

p−1(x) = 0, p0(x) = c, c0 = 0, an, bn, cn, c ∈ C, bn, cn, c 6= 0,

then there exists a quasi-definite linear functional L such that p0, p1, . . . , are orthog-
onal polynomials with respect to L. In other words, providing that c, bn, cn 6= 0,
polynomials generated by (2.12) are always orthogonal polynomials. In addition,
they are orthonormal if and only if cn = bn and p0 is such that L(p2

0) = 1.
This also means that for any tridiagonal matrix Tn without any zero components

on the sub- and super-diagonal there exists a linear functional L quasi-definite on Pn−1

such that Tn is determined by the first 2n moments of L. The following proposition
clarifies the nonuniqueness of determining Tn from the moments of L.

Proposition 2.5. Let Tn and T̂n be two tridiagonal matrices without zero com-
ponents on the sub- and super-diagonal. Then, Tn and T̂n are determined by the first
2n moments of the same linear functional which is quasi-definite on Pn−1 if and only

if Tn and T̂n are similar matrices such that Tn = D−1T̂nD, where D is an invertible
diagonal matrix.

Proof. The proof uses formula (2.11) and the observation that two sets of poly-
nomials p0, . . . , pn−1 and p̂0, . . . , p̂n−1 are orthogonal with respect to the same linear
functional if and only if




p̂0(x)
...

p̂n−1(x)


 = D




p0(x)
...

pn−1(x)


 ,

where D is an invertible diagonal matrix.
We first assume that Tn and T̂n are two matrices determined by the same moments

of the linear functional L quasi-definite on Pn−1. The matrices Tn and T̂n determine
two sequences of orthogonal polynomials that we name respectively p0, . . . , pn−1 and
p̂0, . . . , p̂n−1. Using the recurrence relation (2.9) we can define the polynomial

qn = (x − αn−1)pn−1 − γn−1pn−2, (2.13)

and analogously the polynomial q̂n. The recurrence relation (2.11) for the polynomials
p̂0, . . . , p̂n−1 and q̂n then gives

xD




p0(x)
...

pn−1(x)


 = T̂nD




p0(x)
...

pn−1(x)


 +




0
...

q̂n(x)


 . (2.14)

Hence, we obtain that Tn = D−1T̂nD and qn = q̂n/dn, with dn the last diagonal
element of D.

Vice versa, putting Tn = D−1T̂nD in (2.11) and multiplying from the left by D
we get (2.14) which means that we obtain two sequences of orthogonal polynomials
such that [p̂0, . . . , p̂n−1]

T = D[p0, ..., pn−1]
T .
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Remark 2.6. Using (2.13) and (2.11) we get that qn has degree n and its zeros
are the eigenvalues of Tn (analogously to the positive definite linear functional case in
[36, Sections 3.2.1 and 3.4.1]). Moreover, qn is orthogonal to Pn−1.

In the following the elements of T̂n are marked with a hat.
Corollary 2.7. Let Tn and T̂n be two tridiagonal matrices without zero com-

ponents on the sub- and super-diagonals. Tn and T̂n are determined by the first 2n
moments of the same linear functional if and only if

• αi = α̂i for i = 0, . . . , n − 1;
• βiγi = β̂iγ̂i for i = 1, . . . , n − 1.

Proof. By Proposition 2.5 we know that Tn and T̂n are determined by the first
2n moments of the same linear functional if and only if Tn = D−1T̂nD, with D =
diag(d1, . . . , dn) an invertible diagonal matrix. We first assume that Tn = D−1T̂nD.

Comparing the corresponding entries of matrices Tn and D−1T̂nD we get αi = α̂i, for
i = 0, . . . , n − 1, as well as γi = (di/di+1)γ̂i and βi = (di+1/di)β̂i for i = 1, . . . , n− 1.

Thus we see that γiβi = γ̂iβ̂i for i = 1, . . . , n − 1.
Vice versa, if αi = α̂i for i = 0, . . . , n − 1 and βiγi = β̂iγ̂i for i = 1, . . . , n − 1,

then the diagonal matrix D = diag(d1, . . . , dn) whose elements are d1 = 1 and

di =
β1β2 · · ·βi−1

β̂1β̂2 · · · β̂i−1

=
γ̂1γ̂2 · · · γ̂i−1

γ1γ2 · · · γi−1
, for i = 2, . . . , n,

gives Tn = D−1T̂nD.
In addition, every tridiagonal matrix Tn with nonzero entries on sub- and super-

diagonal is similar to a complex tridiagonal symmetric matrix Jn. Indeed, the diagonal
matrix D = diag(d1, . . . , dn) whose elements are

d1 = 1, di =

(
γ1γ2 . . . γi−1

β1β2 . . . βi−1

)1/2

, for i = 2, . . . , n, (2.15)

provides the desired similarity transformation. This result is well known in the case
of positive definite linear functional, for which Jn is a real tridiagonal symmetric
matrix ([56, pp. 335-336]). However, we remark that in the case of quasi-definite
linear functionals the matrix Jn is, in general, complex. Hence Jn is symmetric but
it may not be a Hermitian matrix.

Finally, Corollary 2.7 implies (analogously to the nonuniqueness of the sequences
of orthonormal polynomials mentioned above) that there exist 2n−1 different tridiag-
onal symmetric matrices Jn determined by the moments m0, . . . , m2n−1. In fact, two

symmetric tridiagonal matrices Jn and Ĵn with nonzero entries on the sub-diagonal
(or super-diagonal) are determined by the first 2n moments of a linear functional if

and only if they have the same diagonal and βi = ±β̂i for i = 1, . . . , n − 1.

3. Complex generalization of Jacobi matrices. For the positive definite
linear functionals the matrix Jn given above is often called Jacobi matrix. Since
for quasi-definite functionals Jn is complex symmetric but generally not Hermitian,
we find useful to recall some classical results on Jacobi matrices and investigate its
complex generalization.

In literature one can find several different definitions of Jacobi matrices. Most
frequently, Jacobi matrix is defined as a real, symmetric, tridiagonal matrix with pos-
itive elements on the super-diagonal ([1, p. 2], [10, p. 72], [21, p. 13], [36, p. 30]).
Jacobi matrices are important objects both in the field of matrix computations (ap-
proximating eigenvalues and eigenvectors or solving linear algebraic systems) and in
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approximation theory (approximating functions and integrals). They were named af-
ter Carl Gustav Jacob Jacobi (1804-1851), one of the most prolific mathematician of
the 19th century. In [32] he showed that using a linear transformation with determi-
nant equal to ±1 it is possible to reduce any quadratic form with n variables into a
particular quadratic form defined by 2n − 1 coefficients, now expressed in terms of
the n × n Jacobi matrix. The first Jacobi matrix appeared probably on page 202 of
[26]. In this work Toeplitz and Hellinger studied the relationship between quadratic
forms with infinitely many unknowns and the analytic theory of continued fractions
by Stieltjes [50]. A review of the general theory of the unitary analogue of Jacobi
matrices, the CMV matrices, can be found in [47]. For a detailed history of Jacobi
matrices we refer to [36, Section 3.4.3].

Other definitions of Jacobi matrices can be found in [16, Vol. 2, p. 99] (a real
tridiagonal matrix), [31, p. 86] (a tridiagonal matrix with a real diagonal and such
that the product of the corresponding elements of the sub- and super-diagonal is non-
negative), [27, p. 103] (a tridiagonal symmetric matrix with a complex diagonal and
with nonzero real elements on the sub- and super-diagonal). In this paper we use the
definition by Beckermann from the paper about spectral properties of complex Jacobi
matrices [2].

Definition 3.1. A square complex matrix is called Jacobi matrix if it is tridi-
agonal, symmetric and has no zero elements on its sub- and super-diagonal.

Probably the first study of a class of this kind of matrices appeared in [54,
p. 226], where Wall investigated the convergence of complex Jacobi continued frac-
tions (J-fractions). We remark that a (complex) Jacobi matrix is Hermitian if and
only if it is real.

3.1. Real Jacobi matrices. Here we summarize some well-known properties
of real Jacobi matrices. Any real n × n Jacobi matrix Jn can be orthogonally diago-
nalized, i.e.,

Jn W = Wdiag(λ1, . . . , λn),

where λ1, . . . , λn are the eigenvalues of the matrix Jn and W = [w1, . . . ,wn] is an
orthogonal matrix whose columns are the normalized eigenvectors of Jn, WT W =
WWT = I.

Theorem 3.2 (see, e.g., [36, Theorem 3.4.3 on p. 114]). The following properties
stand for every real Jacobi matrix:

1. Eigenvalues are real and distinct;
2. The first and the last component of each of its eigenvectors are nonzero.

Let J1, . . . , Jn be Jacobi matrices such that Ji is the leading principal i × i sub-
matrix of Jn for i = 1, . . . , n − 1. From now on J1, . . . , Jn will always denote the
described sequence of Jacobi matrices.

Theorem 3.3 (Interlacing Property, [36, Theorem 3.3.1, p. 92 and Remark 3.4.4,
p. 115]). Let J1, . . . , Jn be real Jacobi matrices as described above. Let k and ℓ be

integers with k+1 ≤ ℓ ≤ n and let λ
(k)
i for i = 1, . . . , k be the eigenvalues of Jk. Then

at least one of the eigenvalues of Jℓ is contained in any of the k + 1 open intervals
(
−∞, λ

(k)
1

)
,
(
λ

(k)
1 , λ

(k)
2

)
, . . . ,

(
λ

(k)
k−1, λ

(k)
k

)
,
(
λ

(k)
k , +∞

)
.

As a trivial consequence we get the strict interlacing property for the eigenvalues of
two subsequent Jacobi matrices Jk and Jk+1 and, equivalently, the strict interlacing
property of the roots of two consecutive orthogonal polynomials.
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We recall that Jacobi matrices are linked with Krylov subspace methods via the
(Hermitian) Lanczos algorithm. This method was introduced by Lanczos in [34, 35]
(for a description of the method and its properties we refer, for example, to [14,
Section 4], [21, Section 4.1], [36, Section 2.4.1] and [39]). Given a Hermitian matrix
A and a starting vector v1 such that ||v1|| =

√
v∗

1v1 = 1, the n-th iteration of the
(Hermitian) Lanczos algorithm gives an orthogonal matrix Vn = [v1, . . . ,vn] such
that

Jn = V ∗
n AVn

where Jn is a n × n real Jacobi matrix. The matrices J1, . . . , Jn−1 obtained by the
previous iterations are the leading principal submatrices of Jn.

The polynomials p̃0, . . . , p̃n−1 whose three-term recurrence relation is associated
with Jn satisfy vi+1 = p̃i(A)v1 for i = 0, . . . , n − 1. Moreover, they are orthonormal
with respect to the functional L given by L(xi) = v∗

1A
iv1 = eT

1 (Jn)i e1 for i =
0, 1, . . . , 2n − 1 that can be seen as the Riemann-Stieltjes integral with respect to a
piecewise constant distribution function; see, e.g., [14, Example 2.1.2-b, p. 23] and,
in particular, the remarkable description in the paper by Hestenes and Stiefel on the
method of conjugate gradients [28, Section 14]. The columns of Vn form a basis for
the Krylov subspace

Kn(A,v1) = span{v1, Av1, A
2v1, . . . , A

n−1v1}.

Any real Jacobi matrix Jn is a result of the n-th iteration of the (Hermitian) Lanczos
algorithm. In fact, it is sufficient to apply the algorithm to the matrix Jn itself with
the initial vector e1, the first vector of the canonical basis.

In the following subsections we will discuss possible extensions of the proper-
ties given above to complex Jacobi matrices. In particular, we will describe some
properties of the associated Jordan canonical form.

3.2. Complex tridiagonal matrices. The first statement of Theorem 3.2 is
reduced in the following straightforward way.

Theorem 3.4. Every tridiagonal matrix T ∈ C
n×n with nonzero elements on its

super-diagonal (or sub-diagonal) is non-derogatory, i.e., its eigenvalues have geometric
multiplicity 1.

Proof. Let λ be an eigenvalue of the tridiagonal matrix T with the nonzero super-
diagonal (the other case is analogous). Deleting the first column and the last row of
T − λI gives a lower triangular non-singular matrix. Thus, the null space of T − λI
has dimension 1 because its rank is not smaller than n − 1.

Corollary 3.5. Every tridiagonal matrix T ∈ C
n×n with nonzero elements

on its super-diagonal (or sub-diagonal) is diagonalizable if and only if it has distinct
eigenvalues.

It is well known that the eigenvectors corresponding to the eigenvalues of the
geometric multiplicity one can be expressed using the adjoint matrix (sometimes it
is used the term adjugate to avoid confusion with the Hermitian adjoint). Indeed,
if λ is an eigenvalue with geometric multiplicity one, then rank(A − λI) = n − 1.
This implies that adj(A − λI) is not identically zero, i.e., it has at least one nonzero
column, say adj(A − λI)ei. Using (for later convenience we consider any ξ ∈ C)

(A − ξI) adj(A − ξI) = det(A − ξI) I,
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the i-th column gives

(A − ξI)z(ξ) = det(A − ξI)ei,

where z(ξ) = adj(A − ξI)ei. For ξ = λ we get (A − λI)z(λ) = 0 which finishes the
argument. Please notice that the same eigenvector (apart from the normalization) is
given by any nonzero column of adj(A − λI).

Now, as done in [12], differentiating j times (A − ξI)z(ξ) = det(A − ξI)ei, we
obtain

(A − ξI)z(j)(ξ) = jz(j−1)(ξ) +
dj

dξj
det(A − ξI)ei.

Denoting

w0(ξ) = 0, w1(ξ) = z(ξ), wj+1(ξ) =
1

j
w′

j(ξ) =
1

j!
z(j)(ξ), j = 1, 2, . . . , (3.1)

we get

(A − ξI)wj+1(ξ) = wj(ξ) +
1

j!

dj

dξj
det(A − ξI)ei, where j = 0, 1, . . . .

If λ is an eigenvalue with geometric multiplicity 1 and algebraic multiplicity s, then
this gives

(A − λI)wj+1(λ) = wj(λ) for j = 0, . . . , s − 1. (3.2)

Therefore w1(λ) is the eigenvector and wj(λ) for j = 2, . . . , s are the generalized
eigenvectors of A (Jordan canonical vectors of A) corresponding to λ. Since w1(λ) 6=
0, (3.2) implies that w2(λ), . . . ,ws(λ) are also nonzero vectors.

Now, let z(ξ) = adj(Tn − ξI)en, where Tn is a tridiagonal matrix of dimension
n × n. Direct computation shows that

z(ξ) =




β1 · · ·βn−1

−β2 · · ·βn−1φ1(ξ)
...

(−1)n−2βn−1φn−2(ξ)
(−1)n−1φn−1(ξ)




, (3.3)

where β1, . . . , βn−1 are the elements of the super-diagonal and φi(ξ) = det(Ti − ξI),
with Ti the i-th leading principal submatrix of Tn. This result was shown for Her-
mitian tridiagonal matrices by Wilkinson in [56, Chapter 5, Section 48]. Providing
that Tn has no zeros on its super- and sub-diagonal, φi(ξ) = (−1)iπi(ξ), i = 1, . . . , n,
where π1, . . . , πn is the sequence of monic orthogonal polynomials corresponding to
Tn. The following property was presented in the lecture of Ipsen at the ILAS 2005
conference.

Proposition 3.6. Let Tn ∈ Cn×n be a tridiagonal matrix with nonzero ele-
ments on its super-diagonal. Let λ be an eigenvalue of algebraic multiplicity s and
wj+1(λ), for j = 1, . . . , s − 1, the corresponding generalized eigenvectors satisfying
(Tn − λI)wj+1(λ) = wj(λ) (with w0 = 0, w1 = z(λ) from (3.3)). Then we can give
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the following explicit formulation

wj(λ) =
1

(j − 1)!




0j−1

βj · · ·βn−1

(−1)jβj+1 · · ·βn−1φ
(j−1)
j (λ)

...

(−1)n−2βn−1φ
(j−1)
n−2 (λ)

(−1)n−1φ
(j−1)
n−1 (λ)




, j = 2, . . . , s,

where 0ℓ is the zero vector of length ℓ, β1, . . . , βn−1 are the elements of the super-
diagonal of Tn and φi(λ) = det(Ti − λI), with Ti the i-th leading principal submatrix
of Tn.

Proof. Since β1, β2, . . . , βn−1 6= 0, every eigenvector of Tn corresponding to the
eigenvalue λ can be expressed as a nonzero multiple of z(λ) from (3.3). Using (3.1)
we obtain the form of wj(λ) in the statement.

As for the generalization of the second statement of Theorem 3.2, we can give
the following results. The formula (3.3) for z(λ) shows that for any complex tridi-
agonal matrix with nonzero elements on its super-diagonal the first elements of its
eigenvectors are nonzero. In order to prove the same for the last eigenvector elements,
we must prove φn−1(λ) 6= 0, i.e., that the eigenvalues of Tn and Tn−1 are distinct.
Using the standard argument, if λ is a root of both the orthogonal polynomials φn

and φn−1, then by (2.9) it is also a root of φn−2. Hence, by induction, φ0 = 0, that
is a contradiction.

3.3. Complex symmetric matrices. Unlike real symmetric matrices, complex
symmetric matrices may not be diagonalizable. This fact is linked with the existence
(in the complex field) of isotropic vectors. An isotropic vector is a vector x such that
xT x = 0 and x 6= 0 (for example (1, i)T ). In [11, Theorem 3] Craven proved the
following theorem.

Theorem 3.7. If A is a complex symmetric matrix, then the following statements
are equivalent:

1. There exists a (complex) nonsingular matrix V such that V −1 = V T and
V T AV is a diagonal matrix;

2. Every eigenspace of A has a basis v1, . . . ,vs without isotropic vectors and
such that vT

i vj = 0 for i 6= j.
Moreover, [46, theorems 1 and 3] give the following equivalence.

Theorem 3.8. A singular symmetric matrix contains an isotropic vector in its
null space if and only if the trace of its adjugate vanishes.
We will use it in the following lemma.

Lemma 3.9. Let λ be an eigenvalue of a complex Jacobi matrix J and v an
associated eigenvector. Then, v is isotropic if and only if λ has algebraic multiplicity
greater than 1.

Proof. Given a matrix A(ξ) depending on a parameter ξ, Jacobi’s formula states
that

d

dξ
detA(ξ) = tr(adj(A(ξ)

dA(ξ)

dξ
));

for a proof see, e.g., [38, Theorem 1 at p. 149]. If A(ξ) = ξI − J , then the previous
formula becomes

d

dξ
φ(ξ) = tr(adj(ξI − J)),
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where, φ is the characteristic polynomial of J . Let λ be an eigenvalue of J , then
(λI − J) is a complex symmetric matrix such that

det(λI − J) = 0 and tr(adj(λI − J)) = φ′(λ).

Since φ′(λ) = 0 if and only if the algebraic multiplicity of λ is greater than 1, by
Theorem 3.8 the eigenspace of J corresponding to λ contains an isotropic vector if
and only if the algebraic multiplicity of λ is greater than 1. Since by Theorem 3.4
any complex Jacobi matrix is non-derogatory, the proof is finished.
We will summarize the situation in the following proposition.

Proposition 3.10. If J is a Jacobi matrix, then the following properties are
equivalent:

1. J is diagonalizable;
2. There exist a (complex) nonsingular matrix V such that V −1 = V T and

V T JV is a diagonal matrix;
3. None of the eigenvectors of J is isotropic.

Proof. The second and the third properties are equivalent by Theorem 3.7. Ob-
viously the second one implies the first one. So it remains to prove that if J is diag-
onalizable, then no eigenvector is isotropic. Since J is non-derogatory, using Lemma
3.9 finishes the proof.

In the rest of this section we recall the relationship between Jacobi matrices and
non-Hermitian Lanczos algorithm (for details we refer to [3, Section 2.7.2], [21, Section
4.2], [36, Section 2.4.2] and [44, Chapter 7]). The input of the algorithm consists of a
matrix A and two vectors w1,v1 such that ||v1|| = 1 and w∗

1v1 = 1. Assuming that
the algorithm does not breakdown before the n-th iteration, we obtain as the result
of the first n iterations the matrices Vn = [v1, . . . ,vn] and Wn = [w1, . . . ,wn] whose
columns form bases of the Krylov subspaces Kn(A,v1) and Kn(A∗,w1) respectively
with the biorthogonality property W ∗

nVn = I. The associated tridiagonal matrix Tn

Tn = W ∗
nAVn

is not, in general, symmetric, and therefore it does not represent a Jacobi matrix. Let
p0, . . . , pn−1 be the sequence of polynomials determined by Tn; see Section 2. Then
they are orthogonal with respect to the quasi-definite functional L such that

L(xi) = w1
∗Ai v1 = ||w1||||v1|| eT

1 (Tn)i e1, for i = 0, 1, . . . , 2n − 1.

Furthermore, wi+1 = pi(A
∗)w1 and vi+1 = pi(A)v1 for i = 0, . . . , n−1. The Lanczos

vectors can be normalized in different ways. In particular, they can be normalized in
such a way that the matrix Tn is symmetric and therefore a Jacobi matrix; see (2.15).

We have assumed no breakdown of the non-Hermitian Lanczos algorithm in steps
1 through n. The complicated issues related to the breakdown are outlined, e.g., in
[36, p. 33], with the detailed exposition presented in [42, 4, 5, 24, 40, 25].

4. Moment Matching Property for Jacobi matrices. If the values of the
linear functional on monomials are defined by L(xi) = v∗Aiv, i = 0, 1, . . . , where
A is a Hermitian matrix and v is a nonzero vector, then the associated orthogonal
polynomials are given by the Lanczos (Stieltjes) algorithm; see, e.g., [21, Chapter 7]
or [36, Section 3.5]). Then

L(xi) = v∗Aiv = ||v||2 eT
1 (Jn)i e1, = m0 eT

1 (Jn)i e1, i = 0, 1, . . . , 2n− 1,
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where Jn is the Jacobi matrix associated with the first n steps of the Lanczos process.
Using the Vorobyev method of moments [53, in particular Chapter III], this property
can be easily extended, assuming existence of the first n steps of the non-Hermitian
Lanczos process, to a general complex matrix A; see [51]. Here we will prove an
analogous property for Jacobi matrices determined by quasi-definite linear functionals.

Theorem 4.1. [Moment Matching Property] Let L be a quasi-definite linear
functional on Pn and let Jn be the Jacobi matrix of coefficients from the recurrence
relations for orthogonal polynomials with respect to L; see (2.6). Then

L(xi) = m0 eT
1 (Jn)i e1, i = 0, . . . , 2n− 1, (4.1)

where m0 = L(x0).
We will give the proof of this theorem using two lemmas.

Lemma 4.2. The polynomials p0, . . . , pn−1 associated with the three-term recur-
rence relation whose coefficients are given by the Jacobi matrix Jn are orthonormal
with respect to the functional L̃ defined by

L̃(xi) = m0 eT
1 (Jn)i e1,

with m0 = 1/p2
0.

Proof. Let Jn be the Jacobi matrix associated with the polynomials p0, . . . , pn−1.
We note that for i = 0, . . . , n− 1 the (i + 1)-st entry of the vector (Jn)ie1 is nonzero.
Moreover, for i = 0, . . . , n − 2, the entries i + 2, . . . , n of (Jn)ie1 are zero. Hence the
canonical basis e1, . . . , ek is an orthonormal basis of Kk(Jn, e1), k = 1, . . . , n, i.e.,
ek = p̃k−1(Jn) e1 for some polynomial p̃k−1 of degree k − 1.

The polynomials p̂k−1 = p̃k−1/
√

m0, k = 1, . . . , n, are orthonormal with respect

to L̃. Indeed,

L̃(p̂ip̂j) = m0 eT
1 p̂i(Jn)p̂j(Jn) e1 = eT

i ej.

From e1 = p̃0(Jn) e1 we get p̃0 = 1, i.e., p̂0 = 1/
√

m0 = p0. Finally, we prove that
p̂k = pk for k = 1, . . . , n − 1. Notice that

L̃(xp̂ip̂j) = m0 eT
1 p̂i(Jn)Jnp̂j(Jn) e1 = (Jn)i,j .

Therefore, by (2.6) we see that the coefficients from the three-term recurrence relation
for xp̂0, . . . , xp̂n−1 are the same as those for xp0, . . . , xpn−1.
The following lemma gives the remaining part of the proof of Theorem 4.1.

Lemma 4.3. Let L and L̃ be linear functionals such that there exists a sequence
of polynomials pi for i = 0, . . . , n − 1 that are orthogonal with respect to both L and
L̃. Let L(x0) = L̃(x0). Then

L(xi) = L̃(xi) for i = 0, . . . , 2n − 1. (4.2)

Proof. We prove it by induction. Using (2.10),

L(xp2
0(x))

L(p2
0(x))

= α0 =
L̃(xp2

0(x))

L̃(p2
0(x))

, i.e.,
m1

m0
=

m̃1

m̃0
.

Since we have assumed m0 = m̃0, we conclude m1 = m̃1. Let mi = m̃i for i =
0, . . . , 2k − 3. Using (2.10) we have

L(xpk−1(x)pk−2(x))

L(p2
k−2(x))

= γk−1 =
L̃(xpk−1(x)pk−2(x))

L̃(p2
k−2(x))

.
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Rewriting

xpk−1(x)pk−2(x) =
2k−2∑

i=0

aix
i and p2

k−2(x) =
2k−4∑

i=0

bix
i,

the induction assumptions gives m2k−2 = m̃2k−2. Repeating the same argument with
the coefficient αk−1 finishes the proof.

A different normalization of the orthogonal polynomials is associated with a tridi-
agonal matrix Tn such that Jn = D−1TnD, with D the diagonal matrix with elements
given in (2.15) (see also Proposition 2.5). Hence, the statement of Theorem 4.1 re-
mains valid for any tridiagonal matrix Tn associated with a sequence of orthogonal
polynomials defined by the functional L.

5. Quasi-definite linear functionals and Gauss quadrature under re-

strictive assumptions. Positive definite linear functionals naturally lead to the
well-known Gauss quadrature. Let us recall some of its basic properties:

• G1: The n-node Gauss quadrature attains the maximal algebraic degree of
exactness 2n− 1.

• G2: The n-node Gauss quadrature is well-defined and it is unique. Naturally,
the Gauss quadratures with a smaller number of nodes also exist and they
are unique.

• G3: The Gauss quadrature of the function f can be written in the form
m0 eT

1 f(Jn)e1, where Jn is the Jacobi matrix containing the coefficients from
the three-term recurrence relation for orthonormal polynomials associated
with L; m0 = L(x0).

Since the degree of exactness is larger than n−1, the Gauss quadrature is interpolatory
quadrature, i.e., the weights ωi satisfy

ωi = L(ℓi), i = 1, . . . , n, (5.1)

where ℓi(x) is the Lagrange interpolation polynomial, defined as

ℓi(x) =
(x − λ1) . . . (x − λi−1)(x − λi+1) . . . (x − λn)

(λi − λ1) . . . (λi − λi−1)(λi − λi+1) . . . (λi − λn)
=

πn(x)

(x − λi)π′
n(λi)

.

The nodes of the Gauss quadrature are the eigenvalues of Jn and the weights are given
as the squared first entries of the associated normalized eigenvectors of Jn multiplied
by m0; see, e.g., [55, Sections 2.5 and 2.9] and [22].

We will now revisit the situation for the functional L that is only quasi-definite.
We start with the usual form of an n-node quadrature

L(f) =

n∑

i=1

ωif(λi) + Rn(f), (5.2)

where the nodes λ1, . . . , λn are distinct and the last term stands for the quadrature
error.

Theorem 5.1. The quadrature (5.2) is exact for every f from P2n−1 if and only
if it is interpolatory and the polynomial

ϕn(x) =

n∏

i=1

(x − λi) (5.3)
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satisfies L(ϕnp) = 0 for every p ∈ Pn−1.
Proof. Assume that (5.2) is exact for every f from P2n−1. Then for every p ∈ Pn−1

we get Rn(ϕnp) = 0 and therefore, using ϕn(λi) = 0 for i = 1, ..., n,

L(ϕnp) =

n∑

i=1

ωiϕn(λi)p(λi) = 0.

Inversely, assume L(ϕnp) = 0 for all p ∈ Pn−1. Since any f ∈ P2n−1 can be written
in the form f(x) = ϕn(x)q(x) + r(x) for some q and r from Pn−1, L(f) = L(r). An
interpolatory quadrature on n nodes must have algebraic degree of exactness at least
n − 1. Therefore L(r) =

∑n
i=1 ωi r(λi). The standard argument r(λi) = f(λi) for

i = 1, . . . , n completes the proof.
Theorem 5.1 can be interpreted in the following way. Let the monic polynomial

ϕn of degree n that is orthogonal to the space Pn−1 with respect to the linear func-
tional L quasi-definite on Pn has n distinct roots λ1, . . . , λn. Then the interpolatory
quadrature with the nodes λ1, . . . , λn has algebraic degree of exactness at least 2n−1.
So, the quadrature rule (5.2) has the properties G1 and G2 if and only if the following
conditions simultaneously hold:

1. There exists a sequence of orthogonal polynomials p0, . . . , pn with respect to
the linear functional L (i.e., L is quasi-definite on Pn);

2. Zeros of the individual polynomials pj , j = 1, . . . , n, in the sequence are
distinct; i.e., the matrices Jj , j = 1, . . . , n, are diagonalizable.

The standard argument then shows that the quadrature rule (5.2) can be expressed in
the form m0 eT

1 f(Jn) e1, i.e., the property G3 is generalized in a straightforward way;
see [19, p. 153], [45, p. 267-268]. Quadrature (5.2) was considered (to our knowledge)
for the first time by Gragg in [23] for real valued linear functionals. A generalization
for complex valued functionals was considered by Saylor and Smolarski in [45]. Due to
the assumption on distinct roots (see Property 2 above) this construction is restrictive.

Indeed, if L is quasi-definite on Pk, then the orthogonal polynomials in the se-
quence p1, . . . , pk can have multiple zeros. Hence it can happen that for some values
ℓ, ℓ ≤ k, the ℓ-point interpolatory quadrature defined by

L(f) ≈
ℓ∑

i=1

ωif(λi)

cannot be properly defined (i.e., it represents an interpolatory quadrature on strictly
less than ℓ distinct points) and it cannot achieve the algebraic degree of exactness
2ℓ − 1. This is illustrated in the following example.

Example 1. Consider the linear functional L defined by a sequence of moments
with the first seven terms given by

1, 3, 8, 20, 52, 156, i.

Then L is quasi-definite on P3, since

∆0 = 1, ∆1 = −1, ∆2 = −4, ∆3 = 2128 − 4i.

The associated monic orthogonal polynomials are

π0 = 1, π1(x) = x − 3, π2(x) = x2 − 4x + 4, π3(x) = x3 − 7x2 + 20x − 24.
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The zeros of π2 are λ1 = λ2 = 2, which means that the 2-node quadrature (5.2) which
is exact on P3 does not exist. However, the zeros of π3 are λ1 = 3, λ2 = 2 − 2i and
λ3 = 2+2i, which means that there exists the 3-node quadrature (5.2) which is exact
on P5. The corresponding Jacobi matrix is

J3 =




3 i 0
i 1 2i
0 2i 3


 .

The matrix J3 is diagonalizable, whereas its leading principal 2× 2 submatrix is not.

6. Gauss quadrature for general quasi-definite linear functionals. In or-
der to avoid restrictions to quasi-definite linear functionals that produce diagonalizable
Jacobi matrices, and allow full generality, we have to modify the quadrature concept
presented in relation (5.2). In particular, we will consider the n-weight quadrature
formula

L(f) =

ℓ∑

i=1

si−1∑

j=0

ωi,j f (j)(λi) + Rn(f), (6.1)

where n = s1 + . . . + sℓ. Note that the rule (5.2) is the special case of the rule (6.1)
when ℓ = n and s1 = . . . = sn = 1. So we generalize the rule (5.2) in the way that
incorporates, in addition to the functional values f(λ1), . . . , f(λℓ), also the values
of the derivatives of f at the points λ1, . . . , λℓ. The generalization (6.1) therefore
requires more smoothness of the argument function f in L(f) to be approximated.
The following theorems justify the given construction and tell us how to choose the
values of s1, . . . , sℓ when we want to achieve the maximal degree of exactness.

Theorem 6.1. Let L be an arbitrary linear functional on P. The quadrature
(6.1) is exact for every f from P2n−1 if and only if it is exact on Pn−1 and the
polynomial

ϕn(x) = (x − λ1)
s1(x − λ2)

s2 . . . (x − λℓ)
sℓ (6.2)

satisfies L(ϕn p) = 0 for every p ∈ Pn−1.
Proof. Following [49] we consider for each root λi, i = 1, . . . , ℓ, of ϕn the following

si polynomials of degree n − 1

hi,j(x) =
(x − λi)

j

j!

{
si−1−j∑

ν=0

(x − λi)
ν

ν!

(
1

gi(x)

)(ν)
∣∣∣∣∣
x=λi

}
gi(x),

j = 0, 1, . . . , si − 1,

(6.3)

where gi(x) =
ℓ∏

t = 1
t 6= i

(x − λt)
st . As proved in [48, Section 3], from (6.3) we obtain

h
(t)
i,j(λk) = 1 for λk = λi and t = j,

h
(t)
i,j(λk) = 0 for λk 6= λi or t 6= j,

where k = 1, 2, . . . , ℓ, and t = 0, 1, . . . , si − 1. Defining the generalized (Hermite)
interpolating polynomial (see [48])

hn−1(x) =

ℓ∑

i=1

si−1∑

j=0

f (j)(λi)hi,j(x),
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we get that the formula (6.1) is exact for any polynomial f of degree at most n− 1 if
and only if

L(f) =

ℓ∑

i=1

si−1∑

j=0

wi,jf
(j)(λi) =

ℓ∑

i=1

si−1∑

j=0

L(hi,j)f
(j)(λi),

i.e., if and only if the weights of the quadrature (6.1) are given by

ωi,j = L(hi,j).

The rest of the proof is fully analogous to the proof of Theorem 5.1.
We say that the n-weight quadrature (6.1) is unique if the nodes and the weights

are uniquely determined by L and n.
Theorem 6.2. Let L be an arbitrary linear functional on P. The n-weight

quadrature (6.1) of degree of exactness at least 2n− 1 exists and is unique if and only
if the n-th Hankel determinant (2.1) is nonzero, i.e., ∆n−1 6= 0.

Proof. Theorem 6.1 says that the n-weight interpolatory quadrature (6.1) is of
degree of exactness at least 2n − 1 if and only if the monic polynomial

ϕn(x) = xn + cn−1x
n−1 + . . . + c1x + c0

given by (6.2) is orthogonal to the space Pn−1. The conditions L(xjϕn) = 0, j =
0, . . . , n − 1, are satisfied if and only if the linear system




m0 m1 . . . mn−1

m1 m2 . . . mn

...
...

. . .
...

mn−1 mn . . . m2n−2







c0

c1

...
cn−1


 =




−mn

−mn+1

...
−m2n−1


 (6.4)

has a unique solution, which gives the statement.
Finally, the following theorem gives the condition under which the degree of ex-

actness of (6.1) is exactly 2n − 1 (i.e., it does not exceed 2n − 1). This issue has no
counterpart in the positive-definite case where the n-node Gauss quadrature cannot
have algebraic degree of exactness larger than 2n − 1.

Theorem 6.3. Let L be an arbitrary linear functional on P and let the n-weight
quadrature (6.1) has degree of exactness at least 2n−1. Then the degree of exactness of
the quadrature (6.1) is (exactly) 2n−1 if and only if the (n+1)-st Hankel determinant
(2.1) is nonzero, i.e., ∆n 6= 0.

Proof. Since the n-weight quadrature (6.1) has degree of exactness at least 2n−1,
the polynomial ϕn given by (6.2) is orthogonal to Pn−1. Moreover, ϕn is orthogonal
to Pn if and only if L(ϕ2

n) = 0 in which case the degree of exactness of (6.1) is at least
2n. Thus we conclude that the quadrature (6.1) has degree of exactness larger than
2n− 1 if and only if L(ϕnxj) = 0 for j = 0, . . . , n, i.e., if and only if there is a vector
[c0, . . . , cn−1, 1]T such that




m0 m1 . . . mn

m1 m2 . . . mn+1

...
...

. . .
...

mn mn+1 . . . m2n







c0

...
cn−1

1


 =




0
...
0
0


 , (6.5)

16



in which case ∆n = 0.
Corollary 6.4. The quadrature rule (6.1) has the properties G1 and G2 if and

only if L is quasi-definite on Pn.
Proof. The n-weight quadrature (6.1) is unique and of degree of exactness 2n−1 if

and only if both ∆n−1 and ∆n are nonvanishing. The property G2 requires the same
for all j-weight quadratures with j = 1, . . . , n − 1, and thus all Hankel determinants
∆j , j = 0, . . . , n have to be nonvanishing; i.e., L has to be quasi-definite on Pn.

We say that a function f is defined on the spectrum of the given matrix J if for
every eigenvalue λi of J there exists f (j)(λi) for j = 0, 1, . . . , si − 1, where si is the
order of the largest Jordan block of J in which λi appears (see [29]). Let Λ be a Jordan
block of J of the size s corresponding to the eigenvalue λ. The matrix function f(Λ)
is then defined as

f(Λ) =




f(λ) f ′(λ)
1!

f(2)(λ)
2! . . . f(s−1)(λ)

(s−1)!

0 f(λ) f ′(λ)
1! . . . f(s−2)(λ)

(s−2)!

...
. . .

. . .
. . .

...
...

. . .
. . .

. . . f ′(λ)
1!

0 . . . . . . 0 f(λ)




.

Denoting

J = Wdiag(Λ1, . . . , Λν)W−1

the Jordan normal form of J , the matrix function f(J) is defined by

f(J) = Wdiag(f(Λ1), . . . , f(Λν))W−1.

Let Jn be an n × n Jacobi matrix, with λi its eigenvalues of the algebraic multi-
plicities si, i = 1, . . . , ℓ. By Theorem 3.4 the matrix Jn is non-derogatory. Denoting
the first row of W as

wT = [w1,0, . . . , w1,s1−1, w2,0, . . . , w2,s2−1, . . . , wℓ,0, . . . , wℓ,sℓ−1],

and the first column of W−1 as

ŵ = [ŵ1,0, . . . , ŵ1,s1−1, ŵ2,0, . . . , ŵ2,s2−1, . . . , ŵℓ,0, . . . , ŵℓ,sℓ−1]
T ,

we get

eT
1 f(Jn) e1 = eT

1 Wdiag(f(Λ1), . . . , f(Λℓ))W−1e1

= wT diag(f(Λ1), . . . , f(Λℓ)) ŵ

=

ℓ∑

i=1

[wi,0, . . . , wi,si−1]f(Λi)[ŵi,0, . . . , ŵi,si−1]
T .

Using (3.3) and Proposition 3.6, the first elements of the columns of the matrix W
are zero except for the columns that are eigenvectors of Jn. Therefore, the individual
terms in the previous sum can be rewritten as

[wi,0, 0, . . . , 0]




f(λi)
f ′(λi)

1! . . . f(si−1)(λi)
(si−1)!

0 f(λi) . . . f(si−2)(λi)
(si−2)!

...
. . .

. . .
...

0 . . . 0 f(λi)







ŵi,0

ŵi,1

...
ŵi,si−1


 .
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Hence we have

eT
1 f(Jn) e1 =

ℓ∑

i=1

si−1∑

j=0

wi,0ŵi,j

j!
f (j)(λi) =

ℓ∑

i=1

si−1∑

j=0

ω̃i,j f (j)(λi), (6.6)

with

ω̃i,j =
wi,0ŵi,j

j!
, for i = 1, . . . , ℓ, j = 0, . . . , si − 1.

Using ωi,j = m0ω̃i,j in (6.6) we get

m0e
T
1 f(Jn) e1 =

ℓ∑

i=1

si−1∑

j=0

ωi,j f (j)(λi). (6.7)

Now we are able to state and prove the following corollary.
Corollary 6.5. The quadrature rule (6.1) having the properties G1 and G2

satisfies also the property G3.
Proof. The right-hand side of (6.7) is of the form (6.1). It remains to prove that the

weights ωi,j are indeed equal to L(hi,j), where polynomials hi,j are defined by (6.3);
see the proof of Theorem 6.1. Since the quadrature (6.1) satisfies the properties G1
and G2, by Corollary 6.4 the functional L is quasi-definite on Pn. Using Theorem 4.1,
its values on monomials xi must then be equal for i = 0, 1, . . . , 2n−1 to the right-hand
side of (6.7) with f(λ) replaced by the same monomials. Consequently, the right-hand
side of (6.7) represents a quadrature with the algebraic degree at least 2n − 1. From
uniqueness it must be equal to the quadrature (6.1) with the weights L(hi,j) and the
proof is finished.
We will summarize the characterization of the n-weight quadrature formula (6.1) in
terms of the associated Jacobi matrix as a theorem.

Theorem 6.6. Let L be an arbitrary linear functional on P and m0 = L(x0).
There exists a Jacobi matrix Jn of dimension n such that

L(xi) = m0 eT
1 (Jn)i e1, for i = 0, . . . , 2n − 1, (6.8)

L(x2n) 6= m0 eT
1 (Jn)2n e1, (6.9)

if and only if L is quasi-definite on Pn.
Proof. Let Jn be the Jacobi matrix satisfying (6.8) and (6.9). Then, by (6.7) there

exists the n-weight quadrature (6.1) whose degree of exactness is (exactly) 2n − 1.
By Theorem 6.3 it follows that ∆n 6= 0. To prove that L is quasi-definite on Pn it
remains to prove that L is quasi-definite on Pn−1. By Lemma 4.2 the polynomials
p0, . . . , pn−1 associated with the three-term recurrence relation whose coefficients are
given by Jn are orthonormal with respect to the linear functional

L̃(f) = m0 eT
1 f(Jn) e1, for f ∈ P .

They are also orthonormal with respect to L by (6.8), which means, using Theorem
2.4, that L is quasi-definite on Pn−1. The statement in the opposite direction follows
directly by corollaries 6.4 and 6.5.

The presented construction (6.1) and the statements proved throughout this sec-
tion show that it is possible to construct the n-weight quadrature (6.1) having the
properties G1–G3 of the classical Gauss quadrature whenever the linear functional
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is quasi-definite. In order to avoid confusion, it should be stressed that the Gauss
quadrature proposed in this paper (the quadrature (6.1) satisfying G1–G3) is differ-
ent from the Gauss quadrature with multiple nodes considered in [6] and [43], and
later in [20]. The latter assumes positive-definite linear functionals and its degree of
exactness is equal to

(the number of weights) + (the number of nodes) − 1.

The Gauss quadrature proposed in this paper is constructed for quasi-definite linear
functionals and it has the degree of exactness

2 × (the number of weights) − 1

that is larger than in the previous case.

7. Conclusion. In Section 6 we saw that quasi-definitness of L is not only suffi-
cient but also necessary condition for the n-weight quadrature (6.1) to have all three
properties G1, G2 and G3. For non-definite linear functionals all three properties
cannot hold.

Let L be a linear functional such that the n-th Hankel determinant (2.1) is equal
to zero, i.e., ∆n−1 = 0. Using Theorem 6.2, the n-weight quadrature (6.1) having
degree of exactness at least 2n − 1 either does not exist (the system (6.4) has no
solution), or there are infinitely many of them (the system (6.4) has infinitely many
solutions). Thus the property G2 cannot be satisfied. If there exist infinitely many
n-weight quadratures (6.1), then ∆n must also be equal to zero. Indeed, using (6.4),
the first n rows of the matrix of the system (6.5) are linearly dependent. Hence by
Theorem 6.3 the degree of exactness of the n-weight quadratures (6.1) is then at least
2n and the property G1 is not satisfied as well.

Furthermore, assuming that n is the smallest index such that ∆n−1 = 0, there
exists an unique (n − 1)-weight quadrature Qn−1 of the form (6.1) having degree of
exactness at least 2n − 3. However, by Theorem 6.3 it does not satisfy the property
G1 since its degree of exactness is larger than 2n − 3. In the quasi-definite case
the degree of exactness is uniquely determined; see theorems 6.2 and 6.3. With
the (n − 1)-weight quadrature Qn−1 the situation is different. If we only know the
moments m0, . . . , m2n−2, then we cannot determine the degree of exactness of Qn−1.
Indeed, if Qn−1(x

2n−1) 6= m2n−1, then the degree of exactness is 2n − 2. However, if
Qn−1(x

2n−1) = m2n−1, then the degree of exactness of Qn−1 is at least 2n − 1, and
so on. The following example demonstrates this fact.

Example 2. Consider the linear functional L from Example 1 in Section 5 defined
by a sequence of moments with the first seven terms given by

1, 3, 8, 20, 52, 156, i,

which is quasi-definite on P3. We saw that the 2-node quadrature (5.2) of degree of
exactness 3 does not exist since the zeros of π2 are x1 = x2 = 2. Instead of the 2-node
quadrature (5.2) we can use a 2-weight quadrature of the form (6.1), i.e., A1f(2) +
A2f

′(2). Since ∆1 6= 0, by Theorem 6.2 the nonlinear system A1z
j + jA2z

j−1 = mj

for monomials 1, z, z2 and z3, i.e.,

A1 · 1 + A2 · 0 = 1

A1z + A2 · 1 = 3

A1z
2 + 2A2(z) = 8

A1z
3 + 3A2(z

2) = 20
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has a unique solution (in C). Indeed, from the first two equations we get A1 = 1 and
A2 = 3− z. Putting the latter in the third equation we get z2 − 6z + 8 = 0, and thus
z = 2 or z = 4. The values A1 = 1, A2 = 1, z = 2 satisfy the fourth equation, while
the values A1 = 1, z = 4 and A2 = −1 do not. Moreover, since ∆2 6= 0 by Theorem
6.3 the quadrature f(2) + f ′(2) has degree of exactness 3. Its degree of exactness
would be higher if and only if m4 = 24 + 4 · 23 = 48. In this case we would have
∆2 = 0, i.e., L would not be quasi-definite on P2. If m5 = 25 + 5 · 24 = 112, then the
quadrature f(2) + f ′(2) would have degree of exactness at least 5.

In the introduction we wondered how far we can go with generalization of the
Gauss quadrature as an approximant for an arbitrary linear functional. We suggest
that any (generalization of the) Gauss quadrature should have the properties G1–G3.
In this sense, the quasi-definiteness of the linear functional represents the necessary
and sufficient condition for the existence of the Gauss quadrature. The n-weight
Gauss Quadrature (6.1) for linear functionals that are quasi-definite on Pn gives the
maximal possible extension of this concept.
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