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Abstract

We develop an adaptive numerical method for solution of the non-stationary compressible Navier-
Stokes equations. This method is based on the space-time discontinuous Galerkin discretization,
which employs high polynomial approximation degrees with respect to the space as well as to the
time coordinates. We focus on the identification of the computational errors, following from the
space and time discretizations and from the inexact solution of the arising nonlinear algebraic sys-
tems. We derive the residual-based error estimates approximating these errors. Then we propose
an efficient algorithm which brings the algebraic, spatial and temporal errors under control. The
computational performance of the proposed method is demonstrated by numerical experiments.

Keywords: space-time discontinuous Galerkin method, compressible Navier-Stokes equations,
nonlinear algebraic problems, residual error estimates

1. Introduction

Our aim is to develop a sufficiently accurate and efficient numerical scheme for the simulation
of unsteady viscous compressible flows. The discontinuous Galerkin (DG) method, based on a
discontinuous piecewise polynomial approximation, is a popular technique for numerical solution
of the compressible Navier-Stokes equations, we refer to the pioneering works [1, 2, 3, 4] and some
recent papers [5, 6, 7, 8, 9, 10, 11, 12] and the references cited therein.

The space DG discretization leads to a system of stiff ordinary differential equations (ODEs) for
which a suitable ODEs solver is needed. This approach has the advantage of permitting to use
large time steps. In [13], we employed high order multistep backward difference formulae (BDF)
for the time discretization. The BDF methods have lower computational costs in comparison to
the implicit Runge-Kutta methods and the time discontinuous Galerkin discretization, since the
size of the resulting nonlinear algebraic systems does not depend on the order of the BDF method.
On the other hand, multistep methods are not suitable for computations using different meshes at
different time levels, since re-computation of the solution from the triangulations corresponding
to previous time levels to the actual one can cause a lost of accuracy. Therefore, we consider
the space-time discontinuous Galerkin (STDG) method, which is more suitable for unsteady flow
simulations.

The STDG method employs discontinuous piecewise polynomial approximation with respect
to the space as well as to the time coordinates. On the other hand, the STDG method
is very expensive, since the resulting algebraic systems are several times larger (depending on
the polynomial approximation degree with respect to time) in comparison to the BDF methods.
However, its computational costs are partly compensated by its higher accuracy with respect to
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time, allowing to use larger time steps, The STDG method for the compressible flow problems
was developed in the series of papers by van der Vegt, van der Ven et al. ([15, 16, 17, 18, 19]),
where the algebraic systems were solved by a pseudo-time stepping and h-multigrid techniques,
and by et al. ([20, 21]) where the explicit local time stepping is employed. The analysis of the
STDG method for a nonlinear convection-diffusion equation was presented in, e.g., [22, 23].

The numerical solution of the given system of nonlinear partial differential equations (PDEs)
by the STDG method is influenced by three types of errors:

• space (or spatial) error resulting from the space semi-discretization of the given PDEs by
the DG method,

• time (or temporal) error resulting from the discretization of the arising ODEs system with
the aid of the time DG scheme,

• algebraic error (including rounding errors) resulting from the inexact solution of the corre-
sponding nonlinear algebraic systems at each time step.

In order to ensure the accuracy as well as the efficiency of the numerical method, these errors
should be balanced. Several theoretical papers deal with a posteriori error estimates for model
nonlinear time-dependent problems, let us mention [24, 25, 26, 27, 28, 29] and the references
therein. Concerning the compressible flow problem, a rigorous a posteriori numerical analysis is
an open problem. There are only a few papers dealing with it, let us mention [30], which uses
the so-called goal-oriented a posteriori error estimation for stationary compressible Navier-Stokes
equations based on the approach [31], see also [32]. A similar idea was developed in [33, 34] for
the space-time discontinuous Galerkin method applied to the Navier-Stokes equations.

Usually (see the papers cited above), the difference between the exact and the approximate
solutions is estimated by an error estimator reflecting the space as well as the time discretizations.
This estimator is often split into its spatial and temporal parts which reflect the space and time
discretization separately (in some sense). In [13], we presented a different approach, where the
spatial error is considered as a difference between the approximate (=space-time discrete) solution
and the time semi-discrete solution (which is formally exact with respect to space). Similarly, the
temporal error is considered as a difference between the approximate solution and the space semi-
discrete solution (which is formally exact with respect to time). Thereafter, we derived (rather
heuristic) residual error estimators which are able to identify the space, time and algebraic errors.

In this paper, we extend the approach from [13] to the STDG method. The aim is to develop
an algorithm which leads to the numerical solution with the smallest possible computational error
in the shortest possible computational time for the given mesh, the given degree of polynomial
approximation in space and the given degree of polynomial approximation in time. Therefore, based
on the mentioned residual error estimators, we define an algorithm which gives a numerical solution
where the time and algebraic errors do not essentially contribute to the total computational error,
the time partition is not too fine and the nonlinear algebraic systems are not over-solved. Moreover,
we develop a mesh adaptation technique, which combines these residual error estimates with an
isotropic and an anisotropic mesh refinement. The resulting scheme allows a local adaptation
in space and a global adaptation in time during the computation. Finally, let us note that the
presented approach is not limited to the application to the Navier-Stokes equations, it can be used
for any time-dependent PDEs discretized by the STDG method.

The content of the rest of the paper is the following. In Section 2, we recall the system of
the compressible Navier-Stokes equations and in Section 3 we introduce its discretization by the
STDG method including the solution strategy of the arising nonlinear algebraic systems. Section
4 contains the main part of this paper, namely the derivation of the space, time and algebraic
residual error estimators and the design of the final algorithm. The quantitative properties of
these residual estimators are demonstrated in Section 5 for scalar convection-diffusion equations.
Section 6 contains several numerical experiments demonstrating the applicability of the proposed
algorithm to time-dependent inviscid and viscous compressible flows. Concluding remarks are
presented in Section 7.
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2. Compressible flow problem

Let Ω ⊂ R2 be a polygonal domain and T > 0. We set QT = Ω × (0, T ) and by ∂Ω, we
denote the boundary of Ω which consists of several disjoint parts. We distinguish inlet, outlet
and impermeable walls. The system of the Navier-Stokes equations describing the motion of a
non-stationary viscous compressible flow can be written in the form

∂w

∂t
+

2∑
i=1

∂f i(w)

∂xi
=

2∑
i=1

∂Ri(w,∇w)

∂xi
in QT , (1)

where w = w(x, t) : QT → R4, w = (ρ, ρv1, ρv2, e)
T is the unknown state vector (ρ is the

density, v = (v1, v2) is the vector of velocity and e is the energy), f i : R4 → R4, i = 1, 2 and
Ri : R4 × R8 → R4, i = 1, 2 , represents the inviscid and the viscous fluxes, respectively. The
forms of vectors f i, i = 1, 2, and Ri, i = 1, 2 can be found, e.g., in [35] or [36, Section 4.3].

We consider the Newtonian type of fluid accompanied by the state equation of a perfect gas
and the definition of total energy. The system (1) is of hyperbolic-parabolic type and it is equipped
with the initial condition w(x, 0) = w0(x), x ∈ Ω and suitable boundary conditions. On the
impermeable walls, we prescribe the no-slip condition and the adiabatic condition. On the inlet and
outlet, we prescribe Dirichlet boundary conditions for some of the flow variables, while Neumann
conditions are used for the remaining variables, see, e.g., in [35, 12, 36, 37, 13].

3. Space-time discontinuous Galerkin discretization

We briefly describe the discretization of (1) with the aid of the space-time discontinuous
Galerkin (STDG) method. We use the standard notation for function spaces with usual norms and
semi-norms (see, e. g., [38], [39]): L2(M) denotes the Lebesgue space of square integrable functions
over a set M , Hk(M), k = 0, 1, . . . are the Sobolev spaces of functions with square integrable
weak derivatives of order k over M . The bolted symbols Hk(M), k = 0, 1, . . . denote Sobolev
spaces of vector-valued functions from M to R4. By (·, ·)Ω we denote the L2-scalar product over
Ω.

Furthermore, L2(I;X) (H1(I;X)) is the Bochner space of functions square integrable (square
integrable first weak time derivative) over an interval I ⊂ R with values in a Banach space X.

3.1. Triangulations

Let 0 = t0 < t1 < . . . < tr = T be a partition of (0, T ) generating time intervals Im =
(tm−1, tm], m = 1, . . . , r of the length |Im| = τm and τ = maxm=1,...,rτm. Obviously, the number
of the time levels r = r(τ) depends on τ but we will not emphasize this dependence explicitly.
Moreover, we set Iτ := {Im}rm=1.

At every time level tm, m = 0, . . . , r we consider generally different space partition Th,m

consisting of a finite number of closed triangles K with mutually disjoint interiors and cov-
ering Ω, i.e., Ω = ∪K∈Th,mK, m = 0, . . . , r. Moreover, we set Th := {Th,m}rm=1 and h :=
maxm=1,...,r maxK∈Th,mdiam(K). The pair {Th, Iτ} is called the space-time partition of the do-
main QT , see Figure 1 for a 1D illustration.

3.2. Functional spaces

Let m = 0, . . . , r be arbitrary but fixed number denoting the index of the time slab. Let Th,m

be the triangulation, we define the so-called broken Sobolev spaces

H2(Th,m) := {v : Ω→ R; v|K ∈ H2(K) ∀K ∈ Th,m} and HHH2(Th,m) := [H2(Th,m)]4

of scalar and vector-valued functions, respectively. Further, we define the broken space-time space
over {Th, Iτ} by

H1(Iτ ,HHH2(Th)) :=
{
ψψψ : QT → R4; ψψψ|K×Im ∈ H1(Im;H2(K)), K ∈ Th,m, Im ∈ Iτ , m = 1, . . . , r

}
,

(2)
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Figure 1: Space-time discretization of a one-dimensional domain Ω.

which consists of piecewise regular functions on space time elements K× Im, K ∈ Th,m, Im ∈ Iτ ,
which are in general discontinuous between two neighbouring elements K,K ′ ∈ Th,m and between
two time intervals Im, Im+1 ∈ Iτ .

Moreover, we define the spaces of discontinuous piecewise polynomial functions. Although the
discontinuous Galerkin method allows the use of different polynomial degrees over elements, we
consider here the fixed degrees of polynomial approximation for all K ∈ Th,m, m = 0, . . . , r, for
simplicity.

First, we introduce the space of piecewise polynomial functions on the given mesh. Let Th,m

be a triangulation on the time level Im, m = 0, . . . , r, we put

Sm,h,p = {ϕ : Ω→ R; ϕ(x)|K ∈ Pp(K) ∀K ∈ Th,m}, SSSm,h,p := [Sm,h,p]
4, (3)

where Pp(K) denotes the space of all polynomials on K of degree ≤ p.
Furthermore, we define the spaces of functions on the space-time domain QT . Let q ≥ 0 be an

integer, we put

PPP q(Iτ ) := {v : (0, T )→ R4, v|Im ∈ [P q(Im)]4, Im ∈ Iτ}, (4)

where P q(Im) is the space of polynomials of order ≤ q on interval Im, m = 1, . . . , r. Now, we
define three subspaces of H1(Iτ ,HHH2(Th)), namely

H1(Iτ ;SSSh,p) :=
{
ψψψ ∈ H1(Iτ ,HHH2(Th)); ψψψ(·, t) ∈ SSSm,h,p for a.e. t ∈ Im, m = 1, . . . , r

}
, (5)

Sτ,q(Iτ ;HHH2(Th)) :=
{
ψψψ ∈ H1(Iτ ,HHH2(Th)); ψψψ(x, ·) ∈ PPP q(Iτ ) for a.e. x ∈ Ω

}
, (6)

Sτ,q(Iτ ;SSSh,p) :=
{
ψψψ ∈ H1(Iτ ,HHH2(Th)); ψψψ|K×Im ∈ [P p(K)× P q(Im)]4,K ∈ Th,m, Im ∈ Iτ

}
,

(7)

where P p(K)× P q(Im) is the space of polynomials on K × Im of the degree ≤ p with respect to
x ∈ K and the degree ≤ q with respect to t ∈ Im for K ∈ Th,m and Im ∈ Iτ . Therefore, all three
spaces from (5)–(7) are piecewise regular on space time elements K×Im, K ∈ Th,m, Im ∈ Iτ , but
generally discontinuous on QT . Moreover, H1(Iτ ;SSSh,p) consists of functions piecewise polynomial
with respect to the space coordinates, Sτ,q(Iτ ;HHH2(Th)) consists of functions piecewise polynomial
with respect to the time coordinate and Sτ,q(Iτ ;SSSh,p) consists of functions piecewise polynomial
with respect to the space as well as the time coordinates.

Furthermore, we define the space of piecewise polynomial functions on each time slab

Sτ,q(Im;SSSh,p) :=
{
ψψψ : Ω× Im → R4; ψψψ|K×Im ∈ [P p(K)× P q(Im)]4,K ∈ Th,m

}
. (8)

Obviously, ψψψ|Ω×Im ∈ Sτ,q(Im;SSSh,p) for all ψψψ ∈ Sτ,q(Iτ ;SSSh,p), m = 0, . . . , r.
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Finally, we introduce a jump of ϕϕϕ ∈ H1(Iτ ,HHH2(Th)) with respect to time on the time level
tm, m = 0, . . . , r by

{{ϕϕϕ}}m := ϕϕϕ|+m −ϕϕϕ|−m, ϕϕϕ|±m := lim
δ→0±

ϕϕϕ(tm + δ). (9)

3.3. Space-time discontinuous Galerkin introduction

In order to proceed to the definition of the approximate solution, we carry out the space
semi-discretization of the Navier-Stokes equations (1). We employ the incomplete interior penalty
Galerkin (IIPG) discretization which was derived in details in [12, 13]. Therefore, we introduce
here only the forms

ah,m : HHH2(Th,m)×HHH2(Th,m)→ R, m = 1, . . . , r (10)

representing the DG discretization of inviscid and viscous fluxes of (1) on the mesh Th,m, m =
1, . . . , r. The form ah,m, m = 1, . . . , r is linear with respect to its second argument and it is
consistent with (1) in the following way: Letw be the regular solution of (1) with the corresponding
initial and boundary condition then the following identity is valid

(∂tw(t),ϕϕϕ)Ω + ah,m(w(t),ϕϕϕ) = 0 ∀ϕϕϕ ∈HHH2(Th,m) ∀t ∈ Im, (11)

where we put ∂t := ∂/∂t.
Furthermore, using the standard DG discretization for parabolic problems (see, e.g., [40, Chap-

ter 12] or [41]), we introduce the space-time discontinuous Galerkin (STDG) discretization of (1).
For m = 1, . . . , r, we define the forms

Ah,m(w,ψψψ) :=

∫
Im

{(∂tw,ψψψ)Ω + ah,m(w,ψψψ)} dt+
(
{{w}}m−1,ψψψ|+m−1

)
Ω
, w,ψψψ ∈ H1(Iτ ,HHH2(Th)).

(12)

If w is the regular solution of (1) with the corresponding initial and boundary condition then, due
to (11), we have

Ah,m(w,ψψψ) = 0 ∀ψψψ ∈ H1(Iτ ,HHH2(Th)). (13)

The last term in (12)(
{{w}}m−1,ψψψ|+m−1

)
Ω

=
(
w|+m−1,ψψψ|+m−1

)
Ω
−
(
w|−m−1,ψψψ|+m−1

)
Ω

(14)

couples the approximate solution from the consecutive time slaps, generally defined on different
grids.

Now, we can introduce the space-time discontinuous Galerkin (STDG) discretization of (1).

Definition 3.1. We say that the function whτ ∈ Sτ,q(Iτ ;SSSh,p) is the space-time discrete solution
of problem (1) if

Ah,m(whτ ,ψψψ) = 0 ∀ψψψ ∈ Sτ,q(Iτ ;SSSh,p), m = 1, . . . , r, (15)(
whτ |−0 ,ϕϕϕ

)
Ω

= (w0,ϕϕϕ)Ω ∀ϕϕϕ ∈ S0,h,p,

where w0 is the prescribed initial condition.

Remark 3.2. The relation (15) leads to nonlinear algebraic systems, which have to be solved
approximately by an iterative method, cf. Section 3.4. The resulting solution is called the approx-
imate solution which differs from the space-time discrete solution introduced above.
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The STDG method was analysed, e.g., in [22, 23] for the case of a scalar convection-diffusion
equation. Based on those a priori error estimates and further numerical analysis (e.g. [42]) we
expect that if the exact solution is from the Bochner space Hq+1((0, T );Hs(Ω)), s ≥ 1 then we
have

‖ehτ‖L2(0,T ;H1(Ω)) ≤ C1h
µ + C2τ

q+1, µ = min(p, s− 1), (16)

where ‖ehτ‖L2(0,T ;H1(Ω)) is the discretization error in the broken L2(0, T ;H1(Ω))-seminorm, h is
the size of the mesh step, τ is the size of the time step, p and q are the polynomial approximation
degrees with respect to the space and the time coordinates, respectively, and C1 > 0 and C2 > 0
are constants independent of h and τ .

3.4. Solution strategy

The definition of the space-time discrete solution (15) represents a nonlinear algebraic system
for each time level m = 1, . . . , r. Each system consists of Nm = 2(p + 1)(p + 2)(q + 1) #Th,m

equations, where #Th,m denotes the number of elements of Th,m and p and q denote the polyno-
mial approximation degree with respect to the space and the time coordinates, respectively. Using
(15), we have to evaluate

wm
hτ := whτ |Ω×Im ∈ Sτ,q(Im;SSSh,p) for m = 1, . . . , r. (17)

The dimension Sτ,q(Im;SSSh,p) is equal to Nm.

Let m = 1, . . . , r be arbitrary but fixed. By Bh,m := {ϕϕϕi(x, t)}Nmi=1, we denote a set of linearly
independent functions forming a basis of Sτ,q(Im;SSSh,p). It is possible to construct a basis Bh,m
as a composition of local bases constructed separately for each K × Im, K ∈ Th,m and each
component of the vector-valued functions.

Let wm
hτ ∈ Sτ,q(Im;SSSh,p) be a piecewise polynomial function. It can be expressed as

wm
hτ (x, t) =

Nm∑
j=1

ξm,jϕϕϕj(x, t) ∈ Sτ,q(Im;SSSh,p) ←→ ξm := {ξm,j}Nmj=1 ∈ RNm , (18)

where ξm,j ∈ R, j = 1, . . . , Nm, m = 1, . . . , r are the basis coefficients. Obviously, (18) defines an
isomorphism between Sτ,q(Im;SSSh,p) and RNm .

In order to rewrite the nonlinear algebraic systems (15), we define the vector-valued function
F h,m : RNm → RNm by

F h,m (ξm) := {Ah,m(wm
hτ ,ϕϕϕi)}Nmi=1 , m = 1, . . . , r. (19)

We do not emphasize that F h,m depends also on wm−1
hτ . Therefore, the algebraic representation

of the systems (15) reads:

find ξm ∈ RNm such that F h,m(ξm) = 0, m = 1, . . . , r. (20)

The system (20) is strongly nonlinear and we solve it by a Newton-like iterative method where
the Jacobi matrix in the Newton method is replaced by the flux matrix developed in the context
of the semi-implicit DG method in [35, 43, 12].

The forms ah,m, m = 1, . . . , r introduced in (10) satisfy

ah,m(w,ϕϕϕ) = aL
h,m(w,w,ϕϕϕ)− dh,m(w,ϕϕϕ) ∀w,ϕϕϕ ∈HHH2(Th,m) ∀t ∈ Im, (21)

where aL
h,m is a form, which is linear with respect to its second and third arguments and dh,m is

linear with respect to its second argument. The explicit relations of aL
h,m and dh,m can be found

in [13]. The form aL
h,m represents a linearization of ah,m.
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Using (12) and (14), we define the Nm ×Nm flux matrix

Ch,m
(
ξ̄
)

:=

{∫
Im

{
(∂tϕϕϕj ,ϕϕϕi)Ω + aL

h,m(w̄,ϕϕϕj ,ϕϕϕi)
}

dt+
(
ϕϕϕj |+m−1,ϕϕϕi|+m−1

)
Ω

}Nm
i,j=1

(22)

and the vector

qh,m
(
ξ̄
)

:=
{(
w̄|−m−1,ϕϕϕi|+m−1

)
Ω

+ dh,m(w̄,ϕϕϕi)
}Nm
i=1

, (23)

where ϕϕϕi ∈ Bh, i = 1, . . . , Nm are the basis functions, ξ̄ ∈ RNm is the algebraic representation of
w̄ ∈ Sτ,q(Im;SSSh,p) given by (18). Finally, using (19) and (21) – (23), we have

F h,m(ξm) = Ch,m(ξm)ξm − qh,m(ξm), m = 1, . . . , r. (24)

Let us note that the flux matrix Ch,m has a block structure and it is sparse. Each block-row
of Ch,m corresponds to one K ∈ Th,m and it contains a diagonal block and several off-diagonal
blocks. Each off-diagonal block corresponds to one neighbouring element of K. The sparsity of
Ch,m is identical to the sparsity of the Jacobi matrix DF h,m(ξ)/Dξ. Therefore, we use Ch,m as
the approximation of DF h,m(ξ)/Dξ in the definition of our iterative Newton-like method. This
approximation follows from relation (24), when we fix the arguments of Ch,m and qh,m and perform
the differentiation with respect to ξm.

In order to determine solution ξm of the system (20), we employ a damped Newton-like method
[44], which generates a sequence of approximations ξlm, l = 0, 1, . . . to the actual numerical solution
ξm using the following algorithm. Given an iterate ξlm, the update dl of ξlm to get to the next
iterate

ξl+1
m := ξlm + λldl (25)

is defined by: find dl ∈ RNm such that

Ch,m(ξlm)dl = −F h,m(ξlm), (26)

where Ch,m is the flux matrix given by (22) and λl ∈ (0, 1] is a damping parameter which enables
convergence of (25) – (26) for larger class of problems, e.g., in case when the initial guess ξ0

m is
far from the solution of (20), cf. [44]. The numerical experiments presented in this paper were
carried out with the following setting

• Choice of the damping parameter. We start from the value λl = 1 and evaluate a monitoring

function δl :=
∥∥∥F h,m(ξl+1

m )
∥∥∥/∥∥∥F h,m(ξlm)

∥∥∥. If δl < 1 we proceed to the next Newton itera-

tion. Otherwise, we set λl := λl/2 and repeat the actual Newton iteration. Analysis of the
convergence of the Newton method and the monitoring function can be found in [44].

• Update of the flux matrix. It is not necessary to update the flux matrix Ch,m(ξlm) at each
Newton iteration l = 1, 2, . . . and each time level m = 1, . . . , r. It is much cheaper to
evaluate F h,m than Ch,m. Therefore, it is more efficient to perform more Newton iterations
than to update Ch,m. In practice, we update Ch,m, either the damping parameter λ achieves
a minimal prescribed value or the prescribed maximal number of Newton iteration was
achieved.

• Termination of the iterative process. The iterative process (25) – (26) is terminated if a
suitable algebraic stopping criterion is achieved. The standard approach is to set∥∥∥F h,m(ξlm)

∥∥∥ ≤ η, (27)

where ‖·‖ and η are a given norm and a given tolerance, respectively. However, it is difficult
to choose TOL in order to guarantee the accuracy and in order to avoid an over-solution
of the algebraic system. In Section 4.5, we present an algebraic stopping criterion following
from the framework of residual error estimators.
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• Solution of the linear algebraic systems. The linear algebraic systems (26) are solved by the
GMRES method ([45]) with the block ILU(0) preconditioner, its sparsity is the same as the
sparsity of matrix C, see [12] for details. The solution from the previous Newton iteration
is used as an initial condition for GMRES. In order not to oversolve the linear systems, we
usually perform only few GMRES iterations, particularly we stop this iterative solver when
the actual preconditioned residuum is ten times smaller than the initial one. This criterion
may seem to be too weak, however, numerical experiments (not presented here) indicate that
it is sufficient. A possible inaccuracy is controlled by the stopping criterion for nonlinear
algebraic systems.

• Choice of the time step. We still have to specify the choice of the time steps τm, m = 1, . . . , r
in (15). Obviously, too large time steps cause a decrease of accuracy and on the other hand,
too small time steps lead to a decrease in efficiency. Standard approaches (e.g., [46], [47])
estimate the local discretization error of the time discretization of the ODE system. Then
the choice of the size of the time step is based on this estimate in such a way that the
local discretization error is under a given tolerance. However, this tolerance should be given
(empirically) by a user. Our aim is to adapt the time step in such a way that the temporal
error is controlled by the spatial one. In Section 4.5, we present an adaptive choice of the
time step following from the framework of residual error estimators.

In the following, we denote by w̃hτ ∈ Sτ,q(Iτ ;SSSh,p) the function corresponding to the output
of the Newton-like iterative algorithm (25) – (26), i.e.,

w̃hτ |Im := w̃m
hτ ∈ Sτ,q(Im;SSSh,p), m = 1, . . . , r, (28)

where w̃m
hτ is the piece-wise polynomial function corresponding to ξlm by the isomorphism (18);

l is the minimal index satisfying the stopping criterion. We call w̃hτ the approximate solution of
problem (1). Obviously, due to inexact solution of (20), the approximate solution w̃hτ violates
relation (15), cf. Remark 3.2.

4. Error estimates

In this section we present the main novelty of this paper. We have defined the STDG solution of
the Navier-Stokes equations by (15), which was solved with the aid of the iterative algorithm (25)
– (26). The total computational error (= the difference between the (unknown) exact solution
and approximate solution resulting from (25) – (26)) depends on the following discretization
parameters:

• space meshes Th and the degree of polynomial approximation p with respect to the space
coordinates,

• time partition Iτ and the degree of polynomial approximation q with respect to the time
coordinate,

• an inexactness of the iterative solver represented by the violation of F h,m(ξm) = 0 intro-
duced in (20).

Our goal is to identify the errors originating from the space discretization, from the time
discretization and algebraic errors resulting from the inaccurate solution of (20). Particularly, we
want to determine a stopping criterion for the iterative algorithm (25) – (26) and the strategy for
adaptive choice of the time step in such a way that

• the resulting approximate STDG solution is not essentially influenced by the time discretiza-
tion and algebraic errors,

• the time partition Iτ is not too fine and the nonlinear algebraic systems are not over-solved.
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4.1. Space, time, space-time and approximate solutions

We slightly reformulate the STDG discretization and introduce the space semi-discrete and the
time semi-discrete solutions using the functional spaces (5) – (7). We define the form Ahτ (z,ψψψ) :
H1(Iτ ,HHH2(Th))×H1(Iτ ,HHH2(Th))→ R by

Ahτ (z,ψψψ) :=

r∑
m=1

Ah,m(z,ψψψ), z,ψψψ ∈ H1(Iτ ,HHH2(Th)). (29)

where Ah,m, m = 1, . . . , r are given by (12) and the space H1(Iτ ,HHH2(Th)) is defined by (2).
Let w ∈ H1(0, T,HHH2(Ω)) formally denote the exact solution of the Navier-Stokes equations (1)

satisfying the corresponding initial and boundary conditions. The consistency (13) implies that
the exact solution w satisfies the identity

Ahτ (w,ψψψ) = 0 ∀ψψψ ∈ H1(Iτ ,HHH2(Th)). (30)

Moreover, let whτ ∈ Sτ,q(Iτ ;SSSh,p) be the space-time discrete solution given by (15). Then (29)
implies

Ahτ (whτ ,ϕϕϕhτ ) = 0 ∀ϕϕϕhτ ∈ Sτ,q(Iτ ;SSSh,p). (31)

Furthermore, we define the time semi-discrete solution of (1) with the aid of the consistency
identity (11) which formally represents an infinitely dimensional system of ODEs. Applying the
time discontinuous Galerkin discretization to (11), we obtain the following problem: We seek
wτ ∈ Sτ,q(Iτ ;HHH2(Th)) such that

Ah,m(wτ ,ψψψ) = 0 ∀ψψψ ∈ Sτ,q(Iτ ;HHH2(Th)), m = 1, . . . , r, (32)(
wτ |−0 ,ϕϕϕ

)
Ω

= (w0,ϕϕϕ)Ω ∀ϕϕϕ ∈HHH2(Th,0),

where w0 is the prescribed initial condition. This together with (29) gives

Ahτ (wτ ,ψψψ) = 0 ∀ψψψ ∈ Sτ,q(Iτ ;HHH2(Th)). (33)

Finally, using (11), we define the space semi-discrete solution of (1): Find wh ∈ H1(Iτ ;SSSh,p)
such that

(∂twh(t),ϕϕϕ)Ω + ah,m(wh(t),ϕϕϕ) = 0 ∀ϕϕϕ ∈ H1(Im,SSSm,h,p) ∀t ∈ Im, m = 1, . . . , r, (34)(
wh|+m−1,ϕϕϕ

)
Ω

=
(
wh|−m−1,ϕϕϕ

)
Ω
∀ϕϕϕ ∈ SSSm,h,p.

This together with (29) gives

Ahτ (wh,ψψψ) = 0 ∀ψψψ ∈ H1(Iτ ;SSSh,p). (35)

We summarise the “solutions” of the Navier-Stokes equations (1) introduced above:

• exact solution w ∈ H1(0, T ;HHH2(Ω)) ⊂ H1(Iτ ,HHH2(Th)) satisfying (30),

• space semi-discrete solution wh ∈ H1(Iτ ;SSSh,p) satisfying (35),

• time semi-discrete solution wτ ∈ Sτ,q(Iτ ;HHH2(Th)) satisfying (33),

• space-time discrete solution whτ ∈ Sτ,q(Iτ ;SSSh,p) satisfying (31),

• approximate solution w̃hτ ∈ Sτ,q(Iτ ;SSSh,p) given by (28), which violates (31) due to an
inaccurate solution of the corresponding algebraic systems.

The relations among them are viewed in Figure 2.
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Figure 2: Types of the solutions and the errors

4.2. Error measures and error estimators

Similarly as in, e.g., [48, 49, 50, 29], we employ an error measure in the dual norm in the
following way. Let V be a linear vector space with a norm ‖·‖V , (the space V does not need to
be complete with respect to ‖·‖V ) and let a(·, ·) : V × V → R be a form linear with respect to
its second argument and let Vh be a finite dimensional subspace of V . Moreover, let u ∈ V and
uh ∈ Vh be an exact and approximate solution of a fictitious problem defined by

a(u, ϕ) = 0 ∀ϕ ∈ V and a(uh, ϕh) = 0 ∀ϕh ∈ Vh, (36)

respectively. Then the error measure in the dual norm on the space V is given by

E(uh) := ‖Auh −Au‖V ′ := sup
ϕ∈V
ϕ6=0

a(uh, ϕ)− a(u, ϕ)

‖ϕ‖V
= sup

ϕ∈V
ϕ6=0

a(uh, ϕ)

‖ϕ‖V
, (37)

where A is the operator from V to its dual space corresponding to a(·, ·) given by 〈Au,ϕ〉 :=
a(u, ϕ), u, ϕ ∈ V , where 〈·, ·〉 denotes the duality between V and V ′. The last equality in (37)
follows from (36). The equivalence between the error and the residual was analysed in [27, 28].

In Section 4.1, we introduced 5 types of the solution, which are drawn in Figure 2. Obviously,
only the approximate solution w̃hτ is practically available. Moreover, taking into account the
relations from Figure 2, we observe that

• the difference w − w̃hτ represents the total computational error, i.e., the space and time
discretization error and the inexactness of the algebraic solver,

• the difference wh − w̃hτ represents the time discretization error and the inexactness of the
algebraic solver,

• the difference wτ − w̃hτ represents the space discretization error and the inexactness of the
algebraic solver,

• the difference whτ − w̃hτ represents the inexactness of the algebraic solver.

Based on these observations and in virtue of (36) – (37), we introduce an error measure of the
approximate solution, particularly the space-time (total) error, the time error, the space error and
the (nonlinear) algebraic error.

Space-time error is defined as the difference between the exact solution w and the approxi-
mate solution twhτ in the dual norm of the space H1(Iτ ,HHH2(Th)), namely

EST(w̃hτ ) := sup
ψψψ∈H1(Iτ ,HHH2(Th))

ψψψ 6=0

Ahτ (w̃hτ ,ψψψ)−Ahτ (w,ψψψ)

‖ψψψ‖X
= sup

ψψψ∈H1(Iτ ,HHH2(Th))

ψψψ 6=0

Ahτ (w̃hτ ,ψψψ)

‖ψψψ‖X
, (38)
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where ‖·‖X is a norm defined on H1(Iτ ,HHH2(Th)) (and on all its subspaces of course) and it will
be specified later. The equality in (38) follows from (30).

Time error is defined as the difference between the space semi-discrete solution wh (which
is formally exact in time) and the approximate solution w̃hτ in the dual norm of the space
H1(Iτ ;SSSh,p), namely

ET(w̃hτ ) := sup
ψψψ∈H1(Iτ ;SSSh,p)

ψψψ 6=0

Ahτ (w̃hτ ,ψψψ)−Ahτ (wh,ψψψ)

‖ψψψ‖X
= sup

ψψψ∈H1(Iτ ;SSSh,p)

ψψψ 6=0

Ahτ (w̃hτ ,ψψψ)

‖ψψψ‖X
, (39)

where the equality follows from (35).
Space error is defined as the difference between the time semi-discrete solution wτ (which

is formally exact in space) and the approximate solution w̃hτ in the dual norm of the space
Sτ,q(Iτ ;HHH2(Th)), namely

ES(w̃hτ ) := sup
ψψψ∈Sτ,q(Iτ ;HHH2(Th))

ψψψ 6=0

Ahτ (w̃hτ ,ψψψ)−Ahτ (wτ ,ψψψ)

‖ψψψ‖X
= sup

ψψψ∈Sτ,q(Iτ ;HHH2(Th))

ψψψ 6=0

Ahτ (w̃hτ ,ψψψ)

‖ψψψ‖X
, (40)

where the equality follows from (33).
Algebraic error is defined as the difference between the space-time discrete solution whτ

(which formally represents the approximate solution obtained by an exact algebraic solver) and
the approximate solution w̃hτ in the dual norm of the space Sτ,q(Iτ ;SSSh,p), namely

EA(w̃hτ ) := sup
ψψψh∈S

τ,q(Iτ ;SSSh,p)

ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)−Ahτ (whτ ,ψψψh)

‖ψψψh‖X
= sup

ψψψh∈S
τ,q(Iτ ;SSSh,p)

ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
,

(41)

where the equality follows from (31).
In order to simplify the terminology, we do not call EST the “space-time-algebraic” error but

only space-time error, similarly ES is not called the “space-algebraic” error but only space error
and ET is not called the “time-algebraic” error but only time error, although that terminology
would be more precise. From (38) – (41), we simply find that

EA(w̃hτ ) ≤ ET(w̃hτ ) ≤ EST(w̃hτ ), EA(w̃hτ ) ≤ ES(w̃hτ ) ≤ EST(w̃hτ ), w̃hτ ∈ Sτ,q(Iτ ;SSSh,p),

which reflects the introduced error definitions.
However, the evaluation of error measures EST(w̃hτ ), ET(w̃hτ ) and ES(w̃hτ ) is practically im-

possible since the suprema are taken over infinite dimensional spaces H1(Iτ ,HHH2(Th)), H1(Iτ ;SSSh,p)
and Sτ,q(Iτ ;HHH2(Th)), respectively. Therefore, in our approach, we seek the maximum over some
sufficiently large but finite dimensional subspaces of the spaces mentioned above. Particularly, we
employ the spaces

Sτ,q+1(Iτ ;SSSh,p+1), Sτ,q+1(Iτ ;SSSh,p), Sτ,q(Iτ ;SSSh,p+1), (42)

which consist of vector-valued piecewise polynomial functions over K × Im of the degree ≤ p(+1)
with respect to x ∈ K and the degree ≤ q(+1) with respect to t ∈ Im for K ∈ Th,m and Im ∈ Iτ .

Let w̃hτ be the computed approximate solution. Then based on (38) – (41), we define

ηST(w̃hτ ) := sup
ψψψh∈S

τ,q+1(Iτ ;SSSh,p+1)

ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
, ηT(w̃hτ ) := sup

ψψψh∈S
τ,q+1(Iτ ;SSSh,p)

ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
,

(43)

ηS(w̃hτ ) := sup
ψψψh∈S

τ,q(Iτ ;SSSh,p+1)

ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
, ηA(w̃hτ ) := sup

ψψψh∈S
τ,q(Iτ ;SSSh,p)

ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
= EA(w̃hτ ),

which we call space-time, time, space and algebraic residual error estimators, respectively.
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4.3. Properties of the residual error estimators

Obviously, if w ∈ H1(0, T ;HHH2(Ω)) ⊂ H1(Iτ ,HHH2(Th)) is the exact solution of (1) then
due to the consistency (30) and the fact that the spaces from expression (42) are subspaces of
H1(Iτ ,HHH2(Th)), we have

ηST(w) = ηT(w) = ηS(w) = ηA(w) = 0.

Furthermore, we have immediately lower bounds

ηST(w̃hτ ) ≤ EST(w̃hτ ), ηT(w̃hτ ) ≤ ET(w̃hτ ), ηS(w̃hτ ) ≤ ES(w̃hτ ), ηA(w̃hτ ) = EA(w̃hτ ),
(44)

since the suprema in the estimates η∗ are taken over smaller spaces than the suprema in the error
estimates E∗. However, it is open if there exists an upper bound, i.e., E∗(·) ≤ Cη∗(·), where C > 0.
This will be the subject of future research.

Finally, from (43), we simply find that

ηA(w̃hτ ) ≤ ηT(w̃hτ ) ≤ ηST(w̃hτ ), ηA(w̃hτ ) ≤ ηS(w̃hτ ) ≤ ηST(w̃hτ ), w̃hτ ∈ Sτ,q(Iτ ;SSSh,p).
(45)

Remark 4.1. It would be possible to define space SSSh,p+1 in a different way, e.g., to enrich it
by polynomials of even higher degree or introduce some interelement splitting of elements K ∈
Th,m. However, any further enrichment of SSSh,p+1 requires additional computational time and the
numerical experiments show that the presented choice of SSSh,p+1 is sufficient.

4.4. Evaluation of the residual error estimators

Let w̃hτ be the computed approximate solution. In order to simplify the notation in the
following, we introduce a generic definition of the residual error estimators (43) by

η?(w̃hτ ) := sup
ψψψh∈Xh
ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
, ? ∈ {ST,T,S,A}, (46)

which formally represents any definition from (43), where Xh denotes the corresponding functional
space. We define the residual error estimates at time interval Im by

ηm? (w̃hτ ) := sup
0 6=ψψψh∈Xh

supp(ψψψh)⊂Ω×Im

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
, m = 1, . . . , r (47)

and the element residual error estimates by

ηm,K? (w̃hτ ) := sup
06=ψψψh∈Xh

supp(ψψψh)⊂K×Im

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X
, K ∈ Th,m, m = 1, . . . , r, (48)

which exhibits a “restriction” of the residual error estimators on a time interval and a space-time
element, respectively.

Remark 4.2. Let us note that the value ηm? (w̃hτ ) depends only on w̃m
hτ := w̃hτ |Im×Ω, cf.

(17). Therefore, sometimes we write ηm? (w̃m
hτ ) instead of ηm? (w̃hτ ) and ηm,K? (w̃m

hτ ) instead of

ηm,K? (w̃hτ ).

The generic definitions (47) and (48) define the (space-time, time, space and algebraic) residual
error estimates ηmST, ηmT , ηmS and ηmA on the time interval Im, m = 1, . . . , r and the element (space-

time, time, space and algebraic) residual error estimates ηm,KST , ηm,KT , ηm,KS and ηm,KA on element
K ∈ Th,m and on the time interval Im, m = 1, . . . , r, respectively.

For simplicity, we set X := H1(Iτ ,HHH2(Th)). Obviously, Sτ,q(Iτ ;SSSh,p) ⊂ Sτ,q(Iτ ;SSSh,p+1) ⊂ X
and Sτ,q(Iτ ;SSSh,p) ⊂ Sτ,q+1(Iτ ;SSSh,p) ⊂ X. If the norm ‖·‖X is suitably chosen then the evaluation
of η?, ? ∈ {ST,T,S,A} is cheap. First, we present the following lemma.
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Lemma 4.3. Let (·, ·)X : X ×X → R be a scalar product generating the norm ‖·‖X . Let (·, ·)X
satisfy the element-orthogonality condition

(ψh, ψ
′
h)X = 0 ∀ψh, ψ′h ∈ X such that supp(ψh) and supp(ψ′h) have disjoint interiors. (49)

Then

η?(w̃hτ )2 =

r∑
m=1

ηm? (w̃hτ )2 =

r∑
m=1

∑
K∈Th,m

ηm,K? (w̃hτ )2 ∀w̃hτ ∈ Xh, (50)

where Xh denotes the corresponding finite dimensional space appearing in the definition of η?.

Proof. The proof is analogous to the proof [51, Lemma 4.3]. Let φφφm,K ∈ Xh, m = 1, . . . , r, K ∈
Th,m, ‖φφφm,K‖X = 1 denote the functions for which the maximums in (48) are attained, i.e.,

ηm,K? (w̃hτ ) = Ahτ (w̃hτ ,φφφm,K). Any function ψψψh ∈ Xh, ‖ψψψh‖X = 1 can be rewritten as ψψψh =∑r
m=1

∑
K∈Th,m

cm,Kϕϕϕm,K , where ϕϕϕm,K , m = 1, . . . , r, K ∈ Th,m are such that suppϕϕϕm,K ⊂
K × Im and ‖ϕϕϕm,K‖X = 1.

Then, due to (49), ‖ψψψh‖2X =
∑r
m=1

∑
K∈Th,m

c2m,K = 1. Moreover, using the Cauchy inequal-
ity, we have the bound

Ahτ (w̃hτ ,ψψψh) =

r∑
m=1

∑
K∈Th,m

cm,KAhτ (w̃hτ ,ϕϕϕm,K) ≤

 r∑
m=1

∑
K∈Th,m

c2m,K

1/2 r∑
m=1

∑
K∈Th,m

Ahτ (w̃hτ ,ϕϕϕm,K)2

1/2

≤

 r∑
m=1

∑
K∈Th,m

ηm,K? (w̃hτ )2

1/2

, ψψψh ∈ Xh, ‖ψψψh‖X = 1.

This implies that

η?(w̃hτ )2 =

 sup
ψψψh∈Xh
ψψψh 6=0

Ahτ (w̃hτ ,ψψψh)

‖ψψψh‖X

2

≤
r∑

m=1

∑
K∈Th,m

ηm,K? (w̃hτ )2. (51)

On the other hand, we put

ψ̄ψψh :=

∑r
m=1

∑
K∈Th,m

Ahτ (w̃hτ ,φφφm,K)φφφm,K

(
∑r
m=1

∑
K∈Th,m

Ahτ (w̃hτ ,φφφm,K)2)1/2
.

Then, due to (49), we have
∥∥ψ̄ψψh∥∥X = 1. Finally, a simple calculation gives Ahτ (w̃hτ , ψ̄ψψh) =(∑r

m=1

∑
K∈Th,m

ηm,K? (w̃hτ )2
)1/2

and therefore (51) is valid with the equality, which proves the

lemma. The proof of the second equality in (50) is analogous. �

If the norm ‖·‖X satisfies (49) then the global estimators can be evaluated simply be summing
of squares of the element estimators, due to (50). Then, it is sufficient to evaluate the element

residual error estimators ηm,K? , for all m = 1, . . . , r and all K ∈ Th,m. This is a standard task of
seeking a constrained extremum over the finite dimensional space

XK,m
h := {ψψψh ∈ Xh; supp(ψψψh) ⊂ K × Im} ⊂ [P p+δp(K)× P q+δq (Im)]4, K ∈ Th,m, m = 1, . . . , r,

where (δp, δq) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}. We evaluate the form Ahτ (w̃hτ ,ψψψh) in (48) for

functions ψψψh forming a basis of XK,m
h and then we seek the constrained extremum by the technique

of the Lagrange multipliers, see [51, Appendix] for more details. Let us note that the seeking of
the constrained extrema is relatively fast in comparison to the other parts of the computational
process, see Figure 10 (bottom right) in Section 6.3.
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In order to fulfil the favorable property (50), we employ (based on numerical experiments) the
scalar product

(u, v)X :=

r∑
m=1

[ ∫
Im

[
(u, v)Ω +

1

Re

∑
K∈Th,m

(∇u,∇v)K + (∂tu, ∂tv)Ω

]
dt
]
, u, v ∈ X, (52)

where (∇u,∇v)K =
∫
K
∇u · ∇v dx and Re is the Reynolds number, for inviscid flow we put

1/Re := 0. This scalar product satisfies (49) with the corresponding norm

‖u‖X =

{∫ T

0

[
‖u‖2L2(Ω) +

1

Re
|u|2HHH1(Th) + ‖∂tu‖2L2(Ω)

]
dt

}1/2

, u ∈ X. (53)

The scalar product (·, ·)X and the norm ‖·‖X is the (weighted) broken analogue of the standard
norm of the Bochner space H1(0, T ;H1(Ω)). Obviously, there are many other choices satisfying
the element-orthogonality property (49). In Appendix, we present a theoretical justification for
the choice (52) – (53).

4.5. An employment of the error estimates in the solution strategy

In Section 3.4, we introduced the solution strategy for the solution of the sequence of the
nonlinear algebraic systems given by Definition 3.1 with the aid of the inexact Newton-like method.
Two aspects stay open there: the termination of the iterative process (25) – (26) and the choice of
the time step. We employ the residual error estimates introduced in previous sections. Again, let
w̃hτ ∈ Sτ,q(Iτ ;SSSh,p) ⊂ H1(Iτ ,HHH2(Th)) denote the resulting approximate solution of the STDG
method (15) computed by the iterative process (25) – (26).

Termination of the iterative process. Using the Newton-like iterative process (25) – (26), we

compute the approximations w̃
m,(l)
hτ , l = 1, 2, . . . of the function wm

hτ . Here, w̃
m,(l)
hτ denotes the

piecewise polynomial function corresponding to the vector ξlm, l = 1, 2, . . . from (25) – (26) by
the isomorphism (18). We stop this iterative process if the algebraic residual error estimate at
time interval Im is sufficiently small in comparison to the space residual error estimate at time
interval Im, i.e.,

ηmA (w̃
m,(l)
hτ ) ≤ cAηmS (w̃

m,(l)
hτ ), m = 1, . . . , r, (54)

where 0 < cA < 1 is a suitable constant which checks a relative influence of the nonlinear algebraic
error to the space discretization. It is reasonable to set cA ∈ [10−2, 10−1]. Hence, we put w̃hτ |Im :=

w̃
m,(l)
hτ where l is the minimal index satisfying (54).

Choice of the time step in (15). The aim is to choose the time step τm such that the time residual
error estimate at time interval Im is controlled by the space residual error estimate at time interval
Im, i.e.,

ηmT (w̃m
hτ ) ≤ cT ηmS (w̃m

hτ ), m = 1, . . . , r, (55)

where cT > 0 is a suitable constant representing a desired ratio of the time and space error.
Therefore, at each time level m = 1, . . . , r, we evaluate estimates ηmT (w̃m

hτ ) and ηmS (w̃m
hτ ) and

define the “optimal” time step

τopt
m := τmc̃T

(
cT η

m
S (w̃m

hτ )

ηmT (w̃m
hτ )

)1/(q+1)

, (56)

where c̃T ∈ (0, 1) is an security factor. In the experiments presented in this paper, we use the
value c̃T = 0.9. Now, if condition (55) is not satisfied we repeat the mth-time step with τopt

m
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instead of τm, otherwise we proceed to the (m+ 1)th-time step with τm+1 := τopt
m . This technique

is standard, more details can be found in [46, 47, 52].
For non-stationary flow simulation, it is reasonable to set cT ∈ [10−2, 10−1] in order to suppress

the influence of the time discretization with respect to the space discretization. On the other hand,
when we use the scheme (15) for a steady state simulation with the aid of time stabilization, cT
can be large, e.g., cT := 1, cT := 10 or even higher values. Finally, let us note that numerical
experiments showed that parameters cA and cT should satisfy cA < cT otherwise some instability
may appear in the computation due to an insufficient solution of the algebraic systems.

Remark 4.4. Let us note that it is possible to consider the local criteria, when we replace (54)
and (55) by

ηm,KA ≤ c′Aηm,KS and ηm,KT ≤ c′T ηm,KS ∀K ∈ Th,m, m = 1, . . . , r, (57)

respectively, where c′A > 0 and c′T > 0 are constants. However, based on our experiences, these
local criteria are problematic in the situation when the approximate solution is equal (up to a
computer precision) to the exact one on some K ∈ Th,m (e.g., the flow is constant on elements K

which are far from an airfoil). Then we have ηm,KA ≈ ηm,KS ≈ ηm,KT ≈ 0 for these elements and
thus the local criterion above can not be satisfied.

Remark 4.5.

4.6. Adaptive space-time DG method

It is challenging to develop a full space-time adaptive technique for non-stationary problems.
Although the residual error estimators described above do not give an upper error bound, we use
them for an adaptive algorithm which adapts (locally) the mesh and (globally) the size of the time
step.

The aim is to adapt the mesh and the time step in such a way that the space-time residual
error estimator ηST is under a given tolerance ω > 0, i.e.,

ηST(w̃hτ ) ≤ ω. (58)

In the computational process, we prescribe the tolerance for the space-time residual error estimates
ηmST on the time interval Im, m = 1, . . . , r, namely

ηmST(w̃hτ ) ≤ ωm, ωm := ω
√
τm/T , m = 1, . . . , r, (59)

where ωk is the tolerance for the time level tk, m = 1, . . . , r. The condition (59) implies (58) due
to (50).

Then we define the following space-time adaptive process:

(1) let ω > 0 be a given tolerance, Th,0 the initial mesh and τ0 the initial time step,

(2) m := 1,

(3) we solve problem (20) by the iterative method (25) – (26) until the stopping criterion ηmA ≤
cAη

m
S is satisfied,

(4) if ηmT > cT η
m
S we adapt the time step τm according (56) and go to step (3),

(5) if ηmST > ωm then we adapt mesh Th,m and go to step (3),

(6) if tm ≥ T then the computation finishes,
else we put Th,m+1 := Th,m, τm+1 := τopt

m , m := m+ 1 and go to step (3).
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If condition (59) is violated for some m = 1, . . . , r, the mesh Th,m has to be adapted (step (5)
of the algorithm). We use the following mesh adaptation strategy. We require that error estimate
has to be equidistributed over Ω, namely

ηm,KST ≈ ωK,m, where ωK,m := cSωm (|K|/|Ω|)1/2
, K ∈ Th,m, m = 1, . . . , r, (60)

and cS ∈ (0, 1) is a security factor, usually chosen cS ≈ 0.5. Due to the security factor, we have
no troubles to achieve condition (59) after mesh adaptation and moreover, one mesh is usually
used for several time steps. Hence, we avoid too often re-meshing which requires some additional
computational time.

Numerical experiments presented in Section 5 show that ηmST = O(hp) (provided that the exact
solution is sufficiently accurate) thus the optimal size of the element K denoted by hopt

K is given
by

hopt
K := hK

(
ωK,m/η

m,K
ST

)1/p

, K ∈ Th,m, m = 1, . . . , r. (61)

This relation follows from the “semi-equalities” ηm,KST ≈ Chpk and ωK,m ≈ C(hopt
K )p where C > 0

is an undetermined constant which has to be eliminated. In this paper we employ two mesh
adaptation techniques:

• Isotropic mesh adaptation, where using (61), we set the “optimal” size for each K ∈ Th,m

which is associated with the barycentre of K. Then we construct (almost) equilateral tri-
angles with the aid of technique of the anisotropic mesh adaptation, see, e.g., [53] or the
documentation of the used code ANGENER [54].

• Anisotropic mesh adaptation, where using (61), we set again the “optimal” size for each
K ∈ Th,m. Moreover, the “anisotropy” of triangles is obtained by the technique based on
the interpolation error estimates, see [55]. Then we construct anisotropic mesh again with
the aid of technique from [53, 54].

4.7. Choice of the algorithm parameters

5. Numerical verification for scalar convection-diffusion equations

In this section, we present the basic numerical tests demonstrating reasonability of the proposed
error estimators ηA, ηS, ηT and ηST given by (43). In virtues of (16), we expect that

if C1h
p � C2τ

q+1 then ηS � ηT & ηT = O(τ q+1) = ηST, (62)

if C1h
p � C2τ

q+1 then ηS � ηT & ηS = O(hp) = ηST,

where C1 and C2 are constants from (16). In Sections 5.1 and 5.2, we show that the proposed
error estimates fulfil both expectations given by (62). We use the algorithm from Section 4.6 with
fixed τ and mesh Th = Th,m, m = 0, . . . , r, i.e., we skip steps (4) and (5). In order to avoid
an influence of the inexact solution of algebraic systems, we put cA := 10−3 in step (3) of the
algorithm.

Moreover, in Section 5.3, we demonstrate the role of the nonlinear algebraic stopping criterion
(54) for a nonlinear convection-diffusion equation. Finally, in Section 5.4, we show the application
of the residual error to problem, where the exact solution contains a singularity.

In Sections 5.1 and 5.2, we consider the scalar convection-diffusion equation

∂u

∂t
+

∂u

∂x1
− ε∆u = f in Ω× (0, T ) = (0, 1)2 × (0, 1/2), (63)

where ε = 0.1 is the diffusion coefficient. We add the initial and the Dirichlet boundary condition
on ∂Ω such that the exact solution has the form

u(x1, x2, t) = (δ + eαt)x1x2(1− x1)(1− x2), (64)

where δ, α ∈ R are parameters. These parameters are set separately for demonstration of both
implications in (62).
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h τ p q ‖ehτ‖L2(H1) ηA ηS ηT ηST iX
1/16 1/10 4 1 2.632E-01 7.106E-10 2.128E-06 5.414E-02 5.414E-02 2.057E-01
1/16 1/20 4 1 6.427E-02 2.903E-10 6.006E-07 1.363E-02 1.363E-02 2.121E-01

(EOC) ( 2.03) ( 1.29) ( 1.83) ( 1.99) ( 1.99)

1/16 1/40 4 1 1.570E-02 8.497E-11 1.528E-07 3.377E-03 3.377E-03 2.150E-01
(EOC) ( 2.03) ( 1.77) ( 1.97) ( 2.01) ( 2.01)

1/16 1/80 4 1 3.871E-03 8.778E-11 3.447E-08 8.379E-04 8.379E-04 2.164E-01
(EOC) ( 2.02) ( -0.05) ( 2.15) ( 2.01) ( 2.01)

1/16 1/10 4 2 1.974E-02 1.517E-10 1.905E-07 3.746E-03 3.746E-03 1.897E-01
1/16 1/20 4 2 2.452E-03 1.314E-10 2.974E-08 4.767E-04 4.767E-04 1.944E-01

(EOC) ( 3.01) ( 0.21) ( 2.68) ( 2.97) ( 2.97)

1/16 1/40 4 2 3.020E-04 1.132E-10 3.787E-09 5.939E-05 5.939E-05 1.966E-01
(EOC) ( 3.02) ( 0.22) ( 2.97) ( 3.00) ( 3.00)

1/16 1/80 4 2 3.735E-05 1.206E-10 3.901E-10 7.387E-06 7.387E-06 1.977E-01
(EOC) ( 3.02) ( -0.09) ( 3.28) ( 3.01) ( 3.01)

1/16 1/10 4 3 1.162E-03 1.245E-10 1.293E-08 2.042E-04 2.042E-04 1.756E-01
1/16 1/20 4 3 7.316E-05 1.461E-10 9.334E-10 1.309E-05 1.309E-05 1.790E-01

(EOC) ( 3.99) ( -0.23) ( 3.79) ( 3.96) ( 3.96)

1/16 1/40 4 3 4.532E-06 1.925E-10 1.984E-10 8.186E-07 8.186E-07 1.806E-01
(EOC) ( 4.01) ( -0.40) ( 2.23) ( 4.00) ( 4.00)

1/16 1/80 4 3 2.811E-07 7.755E-11 7.755E-11 5.100E-08 5.100E-08 1.814E-01
(EOC) ( 4.01) ( 1.31) ( 1.36) ( 4.00) ( 4.00)

Table 1: Scalar equation (63) – (64) with δ = 0.1 and α = 10: the value of error ‖ehτ‖L2(H1), residual error

estimators ηA, ηS, ηT, ηST and iX := ηST/‖ehτ‖L2(H1).

5.1. Order of convergence with respect to the time variable

In order to verify the order of convergence with respect to time variable, we need an “overkill”
of the space discretization. We put δ = 0.1 and α = 10 in (64). The solution u is a quartic function
for any t ∈ [0, T ] and it is exponentially increasing with respect to t for any x ∈ Ω. Therefore, we
use the p = 4 polynomial approximation with respect to space on the uniform grid with the mesh
step h = 1/12. We employ the Pq, q = 1, 2, 3 polynomial approximation with respect to time with
fixed time steps τ = 1/10, 1/20, 1/40 and 1/80. Table 1 shows the values of the computational
error in the (broken) L2(H1)-seminorm given by

‖ehτ‖L2(H1) :=

 r∑
m=1

∫
Im

 ∑
K∈Th,m

∫
K

|∇u(x, t)−∇uhτ (x, t)|2 dx

 dt

1/2

(65)

and the values of ηA, ηS, ηT and ηST given by (43). Moreover, we evaluate the ratio iX :=
ηST/‖ehτ‖L2(H1). Let us note that iX is not the standard effectivity index since ηST approximate
the error measure in the dual norm. Furthermore, for each q, we evaluate the experimental order
of convergence (EOC) with respect to τ .

We observe that

• order of convergence of the computational error in the L2(H1)-seminorm is O(τ q+1),

• the space estimator ηS is negligible in comparison to the time estimator ηT,

• the time estimator ηT = O(τ q+1), i.e., the same order as ‖ehτ‖L2(H1),

• the index iX is independent of τ and slightly dependent on q.

Hence, the first implication in (62) is confirmed.

5.2. Order of convergence with respect to the space variables

In order to verify the order of convergence with respect to the space variables, we need an
“overkill” of the time discretization. We put δ = 1 and α = −10. The solution u is a quartic
function for any t ∈ [0, T ] and it is exponentially decreasing with respect to t for any x ∈ Ω. We use
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h τ p q ‖ehτ‖L2(H1) ηA ηS ηT ηST iX
1/8 1/20 1 2 2.409E-02 7.815E-06 1.176E-02 8.871E-06 1.176E-02 4.881E-01
1/16 1/20 1 2 1.217E-02 4.431E-06 5.866E-03 4.601E-06 5.866E-03 4.818E-01

(EOC) ( 0.98) ( 0.82) ( 1.00) ( 0.95) ( 1.00)

1/32 1/20 1 2 6.114E-03 6.216E-07 2.936E-03 6.971E-07 2.936E-03 4.802E-01
(EOC) ( 0.99) ( 2.83) ( 1.00) ( 2.72) ( 1.00)

1/8 1/20 2 2 1.557E-03 4.055E-07 6.372E-04 4.471E-07 6.372E-04 4.093E-01
1/16 1/20 2 2 3.936E-04 5.982E-08 1.613E-04 6.632E-08 1.613E-04 4.099E-01

(EOC) ( 1.98) ( 2.76) ( 1.98) ( 2.75) ( 1.98)

1/32 1/20 2 2 9.891E-05 2.474E-08 4.063E-05 2.503E-08 4.063E-05 4.108E-01
(EOC) ( 1.99) ( 1.27) ( 1.99) ( 1.41) ( 1.99)

1/8 1/20 3 2 6.258E-05 2.688E-09 1.924E-05 3.050E-09 1.924E-05 3.075E-01
1/16 1/20 3 2 7.795E-06 4.401E-10 2.369E-06 4.590E-10 2.369E-06 3.039E-01

(EOC) ( 3.01) ( 2.61) ( 3.02) ( 2.73) ( 3.02)

1/32 1/20 3 2 9.731E-07 1.675E-10 2.945E-07 1.677E-10 2.945E-07 3.026E-01
(EOC) ( 3.00) ( 1.39) ( 3.01) ( 1.45) ( 3.01)

Table 2: Scalar equation (63) – (64) with δ = 1 and α = −10: the value of error ‖ehτ‖L2(H1), residual error

estimators ηA, ηS, ηT, ηST and iX := ηST/‖ehτ‖L2(H1).

the q = 2 polynomial approximation with respect to time with the fixed time step τ = 1/20. We
perform the computations with the aid of Pp, p = 1, 2, 3 polynomial approximation with respect
to time on the uniform grids with the mesh steps h = 1/8, 1/16 and 1/32.

Table 2 shows the values of the computational error in the L2(H1)-seminorm, the values of
ηA, ηS, ηT and ηST given by (43) and the ratio iX . Furthermore, for each p, we evaluate the
experimental order of convergence (EOC) with respect to h.

We observe that

• order of convergence of the computational error in the L2(H1)-seminorm is O(hp),

• the time estimator ηT is negligible in comparison to the space estimator ηS,

• the space estimator ηS = O(hp), i.e., the same order as ‖ehτ‖L2(H1),

• the index iX is independent of h and slightly dependent on p.

Hence, the second implication in (62) is confirmed.

5.3. Verification of the stopping criterion (54)

In this section we demonstrate the role of the nonlinear algebraic stopping criterion (54). We
consider the scalar nonlinear convection-diffusion equation

∂u

∂t
−∇ · (K(u)∇u)− ∂u2

∂x1
− ∂u2

∂x2
= g in Ω× (0, T ) := (0, 1)2 × (0, 1/2), (66)

where K(u) is the nonsymmetric matrix given by

K(u) =
1

10

(
2 + arctan(u) (2− arctan(u))/4

0 (4 + arctan(u))/2

)
. (67)

We prescribe a Dirichlet boundary condition on ∂Ω and set the source term g such that the exact
solution is (64) with δ = 0.1 and α = 10.

We use fixed τ = 0.1 and mesh Th = Th,m, m = 0, . . . , r with h = 1/32, p = q = 1 in (15).
In step (3) of the algorithm from Section 4.6, we put cA := 2−l, l = 0, . . . , 9 and investigate the
dependence of the computational error and the error estimates on cA. Table 3 shows the values of
the computational error in the L2(H1)-seminorm, the values of ηA, ηS, ηT and ηST given by (43),
the ratio iA := ηA/ηS and total computational time in seconds.

We observe that
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cA ‖ehτ‖L2(H1) ηA ηS ηT ηST iA CPU(s)

1/1 7.984E-01 3.054E+01 3.054E+01 3.054E+01 3.054E+01 9.999E-01 5.8
1/2 3.060E-01 2.527E-01 6.832E-01 2.598E-01 6.859E-01 3.698E-01 14.5
1/4 3.054E-01 6.264E-02 6.393E-01 8.676E-02 6.421E-01 9.799E-02 15.6
1/8 3.053E-01 5.254E-02 6.384E-01 7.972E-02 6.412E-01 8.230E-02 17.1
1/16 3.056E-01 8.521E-03 6.365E-01 6.060E-02 6.393E-01 1.339E-02 17.7
1/32 3.056E-01 1.378E-02 6.366E-01 6.159E-02 6.394E-01 2.165E-02 21.0
1/64 3.057E-01 3.066E-03 6.365E-01 6.011E-02 6.393E-01 4.818E-03 21.2
1/128 3.057E-01 1.760E-03 6.365E-01 6.006E-02 6.393E-01 2.765E-03 22.5
1/256 3.057E-01 1.755E-03 6.365E-01 6.006E-02 6.393E-01 2.758E-03 23.7
1/512 3.057E-01 3.989E-04 6.365E-01 6.003E-02 6.393E-01 6.267E-04 24.9

Table 3: Scalar equation (66)–(67) with the exact solution (64) (δ = 0.1 and α = 10): the value of error ‖ehτ‖L2(H1),

residual error estimators ηA, ηS, ηT, ηST, iA := ηA/ηS and total computational time in seconds.
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Figure 3: Convergence of the Newton approximations w̃
m,(l)
hτ , l = 1, 2, . . . of wm

hτ within each time step m =

1, . . . , 5, space residual estimator ηmS (w̃
m,(l)
hτ ) and algebraic residuum estimator ηmA (w̃

m,(l)
hτ ).

• using higher values of cA, the inexactness of the iterative solution of the system of the
nonlinear algebraic equations pollutes the error ‖ehτ‖L2(H1) and ηS; for cA ≤ 1/16 this
influence is already negligible,

• since the setting of the computation leads to domination of the space error over the time
one, the time estimator ηT is non-negligibly influenced by the algebraic error for cA ≥ 1/64,

• smaller value of cA leads to higher number of Newton iterations in (25) – (26) and therefore
higher computational time.

Moreover, Figure 3 shows a typical convergence of the Newton approximations w̃
m,(l)
hτ , l =

1, 2, . . . of wm
hτ within each time step m = 1, . . . , 5. Namely we present the values of the space

residual estimator ηmS (w̃
m,(l)
hτ ) and the algebraic residuum estimator ηmA (w̃

m,(l)
hτ ) obtained with the

setting cA = 1/512. We find that after several Newton iterations the value ηmS (w̃
m,(l)
hτ ) is almost

constant which means that the spatial error is only negligibly influenced by the algebraic error.
Therefore, it would be possible to stop the Newton-like iterative process earlier (with larger cA)
without the lost of the accuracy.

5.4. Problems with non-regular solution

In this section we investigate the behaviour of the proposed error estimates for a problem
whose exact solution has a singularity. We consider the nonlinear convection-diffusion equation
(66)–(67), where we prescribe the initial and the Dirichlet boundary condition and set the source
term g such that the exact solution has the form

u(x1, x2, t) = (1− e−t)(x2
1 + x2

2)β/2x1x2(1− x1)(1− x2), (68)
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h τ p q ‖ehτ‖L2(H1) ηA ηS ηT ηST iX
1/8 adapt 1 2 9.847E-02 3.141E-05 5.667E-02 3.181E-05 5.667E-02 5.756E-01
1/16 adapt 1 2 7.050E-02 1.126E-05 3.983E-02 1.383E-05 3.983E-02 5.650E-01

(EOC) ( 0.48) ( 1.48) ( 0.51) ( 1.20) ( 0.51)

1/32 adapt 1 2 5.003E-02 1.202E-05 2.800E-02 4.900E-05 2.800E-02 5.596E-01
(EOC) ( 0.49) ( -0.09) ( 0.51) ( -1.82) ( 0.51)

1/64 adapt 1 2 3.542E-02 5.012E-06 1.972E-02 4.564E-05 1.972E-02 5.567E-01
(EOC) ( 0.50) ( 1.26) ( 0.51) ( 0.10) ( 0.51)

1/8 adapt 2 2 4.731E-02 5.436E-06 2.336E-02 1.682E-05 2.336E-02 4.938E-01
1/16 adapt 2 2 3.341E-02 1.014E-05 1.665E-02 4.159E-05 1.665E-02 4.983E-01

(EOC) ( 0.50) ( -0.90) ( 0.49) ( -1.31) ( 0.49)

1/32 adapt 2 2 2.363E-02 1.019E-05 1.186E-02 1.523E-05 1.186E-02 5.020E-01
(EOC) ( 0.50) ( -0.01) ( 0.49) ( 1.45) ( 0.49)

1/64 adapt 2 2 1.673E-02 6.734E-06 8.442E-03 3.646E-05 8.442E-03 5.045E-01
(EOC) ( 0.50) ( 0.60) ( 0.49) ( -1.26) ( 0.49)

1/8 adapt 3 2 4.311E-02 3.702E-06 1.296E-02 2.074E-05 1.296E-02 3.006E-01
1/16 adapt 3 2 3.048E-02 7.447E-06 9.285E-03 3.246E-05 9.285E-03 3.046E-01

(EOC) ( 0.50) ( -1.01) ( 0.48) ( -0.65) ( 0.48)

1/32 adapt 3 2 2.155E-02 1.965E-06 6.621E-03 9.811E-06 6.621E-03 3.072E-01
(EOC) ( 0.50) ( 1.92) ( 0.49) ( 1.73) ( 0.49)

1/64 adapt 3 2 1.526E-02 1.942E-06 4.709E-03 1.551E-05 4.709E-03 3.086E-01
(EOC) ( 0.50) ( 0.02) ( 0.49) ( -0.66) ( 0.49)

Table 4: Scalar equation (66)–(67) with the exact solution (68) (β = −3/2): the value of error ‖ehτ‖L2(H1), residual

error estimators ηA, ηS, ηT, ηST, and iA := ηA/ηS.

where we put β = −3/2. It is possible to show (see [56]) that u ∈ Hκ(Ω), κ ∈ (0, 3+β). Therefore,
the choice β = −3/2 leads to the solution with a singularity at x1 = x2 = 0. Numerical examples
presented in [57], carried out for a time-independent problem, show that this singularity avoids
to achieve the order of convergence better than O(h1/2) in the H1-seminorm for any degree of
polynomial approximation.

We use the presented space-time adaptive process from Section 4.6 with settings cA = 10−3,
cT = 10−2 and q = 2 (piecewise quadratic approximation with respect to time). We carry
out computations using P1, P2 and P3 approximation with respect to space and meshes Th =
Th,m, m = 0, . . . , r with the mesh steps h = 1/8, 1/16, 1/32 and 1/64. Table 4 shows the values
of the computational error in the L2(H1)-seminorm, the values of ηA, ηS, ηT and ηST given by
(43) and the ratio iX = ηST/‖ehτ‖L2(H1).

We observe that

• order of convergence of the computational error in the L2(H1)-seminorm is O(h1/2) which
is in agreement with theoretical results (16),

• the time estimator ηT is negligible in comparison to the space estimator ηS since we use
cT = 10−2 in (55),

• the space estimator ηS = O(h1/2), i.e., the same order as ‖ehτ‖L2(H1),

• the index iX is independent of h and slightly dependent on p.

6. Numerical experiments for compressible flows

In this section, we present numerical experiments which demonstrate the computational perfor-
mance of the STDG scheme (15) for the compressible flow problems problem (1) and the residual
error estimators (43). In Section 6.1, we consider the propagation of an isentropic vortex, where
the exact solution is known. Hence, we can compare the values of the residual error estimates with
the computational error. In Section 6.2, we deal with a viscous subsonic flow around NACA0012
profile. This case was treated in several papers (including our former results) as a steady state
flow problems. However, we show that a sufficient accurate resolution with respect to time leads
to an unsteady flow. In Section 6.3, we present a simulation of viscous shock-vortex interaction,
which is more challenging due to a combination of two physical features. Due to the proposed
adaptive algorithm, we are able to capture physical features with a reasonable number of degrees
of freedom.
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6.1. Isentropic vortex propagation

We consider the propagation of an isentropic vortex in compressible inviscid flow, analysed
numerically in [58]. This example is suitable for the demonstration of the performance of the
proposed residual error estimators since the regular exact solution is known and thus we can
simply evaluate the computational error. Then we are able to identify the influence of the space
and time discretization parameters h and τ , respectively, to the total computational error.

The computational domain is taken as [0, 10]× [0, 10], extended periodically in both directions.
The mean flow is ρ = 1, v = (1, 1) (diagonal flow) and p = 1 (symbol p denotes the pressure of
the flow whereas p denotes the degree of polynomial approximation). To this mean flow we add
an isentropic vortex, i.e. perturbation in v and the temperature θ = p/ρ, but no perturbation in
the entropy η = p/ργ :

δv =
ε

2π
exp[(1− r2)/2](−x̄2, x̄1), δθ = − (γ − 1)ε2

8γπ2
exp[1− r2], δη = 0, (69)

where (−x̄2, x̄1) = (x1−5, x2−5), r2 = x2
1 +x2

2, and the vortex strength ε = 5. The perturbations
δρ and δp are obtained from the above relations.

It is clear that the exact solution of the Euler equations with the initial conditions

ρ(x, 0) = ρ̄+ δρ, v(x, 0) = v̄ + δv, p(x, 0) = p̄ + δp, (70)

and periodic boundary conditions is just the passive convection of the vortex with the mean
velocity. Therefore, we are able to evaluate the computational error ehτ := w − w̃hτ over the
space-time domain QT := Ω×(0, T ), where w is the exact solution of (1) and w̃hτ ∈ Sτ,q(Iτ ;SSSh,p)
is the corresponding approximate solution, namely the output of the Newton-like iterative process
(25) – (26). We evaluate ‖ehτ‖ in the L2(0, T ;HHH1(Th))-seminorm, cf. (65) and we put the final
time T = 10 (1 period in time).

We present three types of numerical experiments:

• fix h + fix τ : We use two (fixed) unstructured quasi-uniform triangular grid with #Th = 580
and #Th = 2 484 triangles with h ≈ 0.894 and h ≈ 0.448, respectively, with fixed time steps
τ = 0.2, 0.1, 0.05 and 0.025. The simulation was performed with the aid of the STDG
scheme (15) for p = 1, p = 2 and p = 3 polynomial approximation with respect to space and
for q = 1 and q = 2 polynomial approximation with respect to time. In order to suppress
the influence of the nonlinear algebraic error we set cA := 10−3 in (54).

• fix h + adapt τ : We use the same triangular grid but the time step is chosen adaptively
according (56) with cT = 10−2 and (54) with cA = 10−3. Again we use p = 1, p = 2 and
p = 3 for the space and q = 1 and q = 2 for the time approximations.

• adapt h + adapt τ : We employ the full (space-time) adaptive algorithm from Section 4.6
with tolerances ω = 0.04, ω = 0.01 and 0.0025. We use p = 3 approximation in space and
q = 2 approximation in time. We set cT = 10−1 in (56) and CT = 10−2 in (54). The mesh
was adapted by the isotropic as well as anisotropic technique. Since this problem is isotropic
the anisotropic techniques can not give essentially better results than the isotropic one.

Table 5 shows the value of errors ‖ehτ‖L2(H1), the residual error estimators ηA, ηS, ηT, ηST,

the ratio ηT/ηS and the computational time. The computations where ηT/ηS ≤ 0.01 are bolted.
From these results, we observe the following facts:

• Generally, higher degree of DG method p and q give smaller computational errors.

• The estimator ηS is almost independent of τ and the estimator ηT decreases for a decreasing
τ .
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• For each mesh and each pair (p, q), p = 1, 2, 3, q = 2, 3 there exists a limit value τ̄ such that
for any time step τ < τ̄ we obtain (almost) the same computational error as for τ̄ . (For the
pair p = 3 and q = 1 on the finer grid this limit value is lower than all tested τ). It means
that (from a practical point of view) the temporal error is negligible compared to the spatial
one. Obviously, the limit value τ̄ is larger for large q and it is lower for finer grids and higher
p.

• The condition ηT/ηS ≤ 10−2 looks like as a reasonable detection if the corresponding time
step τ is bellow the limit value τ̄ . We can easily observe that the computational errors
almost do not change for the bolted lines in the first part of Table 5, an exception is the first
case p = 1, q = 1 and the coarser grid.

• The use of the condition ηT/ηS ≤ 10−2 for the adaptive choice of the time step (computations
fix h + adapt τ) leads to approximately same values of ehτ as the fixed time step but generally
with lower computational time. Hence, the time step adaptation keeps the accuracy but
increases the efficiency.

• It is also interesting to observe that the fix h + adapt τ computation with pair (p = 3, q = 2)
is faster than the computations with (p = 3, q = 1) although the number of degrees of
freedom is higher. This is caused by the fact that q = 2 is more accurate with respect time
and thus we used smaller number of time steps, which fully compensate the computational
costs.

• The full adaptive computations (adapt h + adapt τ) are able to achieve the same compu-
tational error within a shorter computational time. However, in this case the main benifit
follows from the weaker conditions (54) and (56) (higher values cA and cT ). The mesh
refinement is not too essential in this case. Nevertheless, these computations show that
the space-time DG method as well as the proposed residual error estimates are able to
work with different meshes on different time levels. This is well documeneted by the index
iX := ηST/‖ehτ‖L2(H1) in the last part of Table 5 which is not too much varying for different
tolerances ω and both mesh adaptation techniques.

Figure 4 shows the grids generated by both mesh adaptation techniques for all tolerances at final
time t = 10. The solutions obtained by both mesh adaptive techniques are almost identical, hence
we show only the isolines of the Mach number obtained by the isotropic adaptation technique.
Finally, Figure 5 shows the grids and the Mach number isolines obtained by the anisotropic mesh
adaptation at time levels t = 2.5, t = 5.0 and 7.5. A propagation through the periodical boundaries
are observed. Let us note that results obtained by the isotropic mesh adaptation are very similar.

6.2. Viscous subsonic flow

Similarly as in [12, 5, 35, 13], we consider a laminar viscous subsonic flow around the NACA
0012 profile with inlet Mach number Minlet = 0.5, angle of attack α = 2◦ and Reynolds number
Re = 5 000. In [12, 35], we presented steady-state solutions for this flow regime with several
degrees of polynomial approximation with several grids. We employ a relatively coarse unstruc-
tured grid having 1 442 triangles, see Figure 6. We carry out computations with the p = 3 and
q = 2 polynomial approximations with respect to space and time, respectively. We employ the
computations with cT = 10, cT = 0.1, cT = 0.01, cT = 0.005 and cT = 0.002 in (55).

Figure 7 shows the convergence of the steady-state residuum and the corresponding value of τk
for all settings of cT . For cT ≥ 0.01, we obtain the steady-state solution. On the other hand, for
cT = 0.005 and cT = 0.002, where we have a higher resolution in time, we obtain a non-stationary
solution. Moreover, Figure 8 shows the dependence of the lift coefficient cL on the dimensionless
physical time with cT = 0.005 (for cT = 0.002 the results are similar). The constant value cL-
”steady” (= 0.0353) was obtained with the same method but with cT = 10, cT = 0.1 and as well
as cT = 0.01 . Finally, Figure 9 shows the isolines of the Mach number for cT = 10 and cT = 0.005.
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p q τ ‖ehτ‖L2(H1) ηA ηS ηT ηST ηT /ηS CPU(s)

1 1 2.0E-01 3.38E+00 6.41E-03 1.34E+01 1.15E-01 1.34E+01 8.57E-03 85.1
1 1 1.0E-01 3.28E+00 8.13E-03 1.36E+01 3.07E-02 1.36E+01 2.26E-03 149.5
1 1 5.0E-02 3.27E+00 4.27E-03 1.36E+01 8.66E-03 1.36E+01 6.36E-04 232.8
1 1 2.5E-02 3.26E+00 3.74E-03 1.36E+01 4.20E-03 1.36E+01 3.08E-04 369.6
1 2 2.0E-01 3.26E+00 6.23E-03 1.35E+01 8.91E-03 1.35E+01 6.61E-04 161.5
1 2 1.0E-01 3.26E+00 5.91E-03 1.36E+01 6.02E-03 1.36E+01 4.43E-04 264.3
1 2 5.0E-02 3.26E+00 3.99E-03 1.36E+01 3.99E-03 1.36E+01 2.93E-04 409.9
1 2 2.5E-02 3.26E+00 3.60E-03 1.36E+01 3.60E-03 1.36E+01 2.64E-04 643.8
2 1 2.0E-01 9.47E-01 1.14E-03 2.23E+00 1.23E-01 2.23E+00 5.50E-02 275.0
2 1 1.0E-01 7.33E-01 1.26E-03 2.31E+00 3.15E-02 2.31E+00 1.37E-02 450.3
2 1 5.0E-02 7.14E-01 1.52E-03 2.32E+00 8.07E-03 2.32E+00 3.48E-03 909.9
2 1 2.5E-02 7.12E-01 1.03E-03 2.33E+00 2.24E-03 2.33E+00 9.61E-04 1315.7
2 2 2.0E-01 7.13E-01 9.77E-04 2.29E+00 5.48E-03 2.29E+00 2.40E-03 757.8
2 2 1.0E-01 7.11E-01 1.30E-03 2.32E+00 1.49E-03 2.32E+00 6.44E-04 1157.9
2 2 5.0E-02 7.11E-01 1.20E-03 2.32E+00 1.21E-03 2.32E+00 5.19E-04 2136.0
2 2 2.5E-02 7.11E-01 8.64E-04 2.33E+00 8.64E-04 2.33E+00 3.72E-04 3194.9
3 1 2.0E-01 5.32E-01 1.71E-04 3.22E-01 1.23E-01 3.45E-01 3.81E-01 1145.1
3 1 1.0E-01 1.59E-01 1.67E-04 3.45E-01 3.16E-02 3.47E-01 9.14E-02 1658.8
3 1 5.0E-02 1.31E-01 1.84E-04 3.50E-01 7.95E-03 3.51E-01 2.27E-02 3030.9
3 1 2.5E-02 1.30E-01 2.07E-04 3.51E-01 2.00E-03 3.51E-01 5.69E-03 6058.9
3 2 2.0E-01 1.31E-01 1.54E-04 3.41E-01 5.40E-03 3.41E-01 1.58E-02 2902.7
3 2 1.0E-01 1.30E-01 1.56E-04 3.49E-01 7.08E-04 3.49E-01 2.03E-03 4626.3
3 2 5.0E-02 1.30E-01 1.74E-04 3.51E-01 1.95E-04 3.51E-01 5.56E-04 8641.0
3 2 2.5E-02 1.30E-01 1.74E-04 3.52E-01 1.75E-04 3.52E-01 4.96E-04 15768.9

1 1 adapt 3.40E+00 8.13E-03 1.33E+01 1.29E-01 1.33E+01 9.65E-03 83.4
1 2 adapt 3.36E+00 5.69E-03 1.26E+01 1.16E-01 1.26E+01 9.20E-03 76.3
2 1 adapt 7.25E-01 1.24E-03 2.31E+00 2.26E-02 2.31E+00 9.75E-03 563.0
2 2 adapt 7.31E-01 8.67E-04 2.23E+00 2.07E-02 2.23E+00 9.31E-03 668.9
3 1 adapt 1.30E-01 1.82E-04 3.51E-01 3.44E-03 3.51E-01 9.79E-03 4404.1
3 2 adapt 1.30E-01 1.75E-04 3.44E-01 3.22E-03 3.44E-01 9.35E-03 3782.0
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p q τ ‖ehτ‖L2(H1) ηA ηS ηT ηST ηT /ηS CPU(s)

1 1 2.0E-01 1.56E+00 4.27E-03 7.32E+00 1.21E-01 7.32E+00 1.65E-02 408.9
1 1 1.0E-01 1.42E+00 4.19E-03 7.47E+00 3.13E-02 7.47E+00 4.19E-03 648.2
1 1 5.0E-02 1.40E+00 4.31E-03 7.50E+00 8.93E-03 7.50E+00 1.19E-03 1228.7
1 1 2.5E-02 1.40E+00 2.75E-03 7.50E+00 3.39E-03 7.50E+00 4.51E-04 2032.6
1 2 2.0E-01 1.40E+00 4.59E-03 7.42E+00 7.21E-03 7.42E+00 9.72E-04 732.5
1 2 1.0E-01 1.40E+00 4.00E-03 7.48E+00 4.12E-03 7.48E+00 5.51E-04 1269.6
1 2 5.0E-02 1.40E+00 4.73E-03 7.50E+00 4.74E-03 7.50E+00 6.31E-04 2329.8
1 2 2.5E-02 1.40E+00 2.52E-03 7.50E+00 2.52E-03 7.50E+00 3.35E-04 3584.9
2 1 2.0E-01 5.44E-01 2.60E-04 5.40E-01 1.22E-01 5.53E-01 2.25E-01 1648.9
2 1 1.0E-01 1.84E-01 3.10E-04 5.63E-01 3.12E-02 5.64E-01 5.55E-02 2291.7
2 1 5.0E-02 1.61E-01 3.33E-04 5.68E-01 7.87E-03 5.68E-01 1.38E-02 4162.1
2 1 2.5E-02 1.60E-01 3.08E-04 5.69E-01 1.99E-03 5.69E-01 3.50E-03 7406.3
2 2 2.0E-01 1.60E-01 2.94E-04 5.59E-01 5.35E-03 5.59E-01 9.59E-03 3960.3
2 2 1.0E-01 1.60E-01 3.35E-04 5.67E-01 7.63E-04 5.67E-01 1.35E-03 5508.1
2 2 5.0E-02 1.60E-01 2.81E-04 5.69E-01 2.95E-04 5.69E-01 5.19E-04 10267.2
2 2 2.5E-02 1.60E-01 3.29E-04 5.69E-01 3.30E-04 5.69E-01 5.79E-04 19839.2
3 1 2.0E-01 5.10E-01 1.92E-05 3.80E-02 1.22E-01 1.27E-01 3.20E+00 5545.3
3 1 1.0E-01 8.85E-02 2.16E-05 4.11E-02 3.12E-02 5.17E-02 7.59E-01 9230.0
3 1 5.0E-02 2.20E-02 1.97E-05 4.19E-02 7.86E-03 4.26E-02 1.88E-01 15655.3
3 1 2.5E-02 1.58E-02 2.07E-05 4.20E-02 1.97E-03 4.20E-02 4.69E-02 25684.9
3 2 2.0E-01 2.10E-02 1.96E-05 4.07E-02 5.35E-03 4.10E-02 1.31E-01 15842.2
3 2 1.0E-01 1.54E-02 1.98E-05 4.17E-02 6.82E-04 4.17E-02 1.64E-02 25593.7
3 2 5.0E-02 1.54E-02 2.22E-05 4.19E-02 8.85E-05 4.19E-02 2.11E-03 39928.9
3 2 2.5E-02 1.55E-02 2.00E-05 4.20E-02 2.27E-05 4.20E-02 5.40E-04 74548.5

1 1 adapt 1.47E+00 4.06E-03 7.41E+00 7.19E-02 7.41E+00 9.71E-03 490.8
1 2 adapt 1.50E+00 3.43E-03 7.07E+00 6.59E-02 7.07E+00 9.32E-03 451.3
2 1 adapt 1.60E-01 3.16E-04 5.69E-01 5.56E-03 5.69E-01 9.77E-03 4604.2
2 2 adapt 1.60E-01 3.16E-04 5.59E-01 5.35E-03 5.59E-01 9.57E-03 3828.8
3 1 adapt 1.55E-02 2.21E-05 4.20E-02 4.12E-04 4.20E-02 9.80E-03 54758.5
3 2 adapt 1.54E-02 2.03E-05 4.18E-02 4.04E-04 4.18E-02 9.66E-03 28162.8
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tr
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ic p q ω ‖ehτ‖L2(H1) ηA ηS ηT ηST iX CPU(s)

3 2 4.0E-01 1.82E-01 1.97E-03 3.46E-01 1.27E-02 3.46E-01 1.90 1840.5
3 2 1.0E-01 4.63E-02 4.85E-04 8.68E-02 3.61E-03 8.69E-02 1.88 6628.5
3 2 2.5E-02 1.23E-02 1.34E-04 2.22E-02 1.02E-03 2.22E-02 1.81 23750.4

a
n

is
o
tr

o
p

ic

p q ω ‖ehτ‖L2(H1) ηA ηS ηT ηST iX CPU(s)

3 2 4.0E-01 1.31E-01 1.13E-03 2.55E-01 1.19E-02 2.56E-01 1.95 2358.1
3 2 1.0E-01 4.08E-02 3.31E-04 6.81E-02 3.55E-03 6.82E-02 1.67 7856.2
3 2 2.5E-02 1.22E-02 1.05E-04 1.83E-02 9.95E-04 1.83E-02 1.50 28603.4

Table 5: Isentropic vortex propagation: the errors ‖ehτ‖L2(H1), error estimators ηA, ηS, ηT, ηST, the ratio ηT/ηS,

(results with ηT/ηS ≤ 0.01 are bolted) and the computational time. For isotropic/anisotropic mesh adaptation,
iX = ηST/‖ehτ‖L2(H1).
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Figure 4: Isentropic vortex: grids generated by the isotropic and the anisotropic mesh adaptation techniques for

all tolerances at final time t = 10; the corresponding isolines of the Mach number.
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t = 2.5 t = 5.0 t = 7.5

Figure 5: Isentropic vortex
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Figure 6: Computational grid for the subsonic flow around NACA0012, details around the profile (left) and its

leading edge (right).
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Figure 7: Viscous subsonic flow cT = 10 , cT = 0.1 and cT = 0.005, steady-state residuum (left) and the size of τk

(right) with respect to the number of time steps.
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Figure 8: Viscous subsonic flow, time evolution of the lift coefficient cL with respect the physical time for the

setting cT = 0.005 (left) and its detail (right), the value cL ”steady” was obtain with cT = 10 and/or cT = 0.1.

These experiments indicate that an insufficiently accurate resolution with respect to time may
lead a different flow regime (steady-flow vs. non-steady). These results are in agreement with [5],
where this example was solved by several research groups. They achieved mostly the steady state
solution using steady-state solvers or implicit time discretizations (with large time steps). Only
a sufficiently accurate (explicit) time discretization (carried out by University of Stuttgart) gave
the unsteady flow regime, see [5, Chapter 5].

These observations are in agreement with our results [13] carried out for the three step BDF
discretization with respect to time. Moreover, the BDF as well as the time DG discretization
techniques required approximately the same computational time (approximately 24 000 s) although
the algebraic systems arising from the time DG discretizations are three times larger.

6.3. Numerical simulation of viscous shock-vortex interaction

Similarly as in [59, 60, 61, 13], we consider the viscous interaction of a plane weak shock
wave with a single isentropic vortex. During the interaction, acoustic waves are produced, and we
investigate the ability of the numerical scheme to capture these waves. The computational domain
is Ω = (0, 2) × (0, 2) with the periodic extension in the x2-direction. A stationary plane shock
wave is located at x1 = 1. The prescribed pressure jump through the shock is pR − pL = 0.4,
where pL and pR are the pressure values from the left and right of the shock wave, respectively,
corresponding to the inlet (left) Mach number ML = 1.1588. The reference density and velocity are
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Figure 9: Viscous subsonic flow, isolines of the Mach number for the setting cT = 10 (left) and cT = 0.005 (right).

those of the free uniform flow at infinity. In particular, we define the initial density, x1-component
of velocity and pressure by

ρL = 1, uL = MLγ
1/2, pL = 1, ρR = ρLK1, uR = uLK

−1
1 , pR = p1K2,

where

K1 =
γ + 1

2

M2
L

1 + γ−1
2 M2

L

, K2 =
2

γ + 1

(
γM2

L −
γ − 1

2

)
.

Here, the subscripts L and R denote the quantities at x < 1 and x > 1, respectively, γ = 1.4 is the
Poisson constant. The Reynolds number is 2000. An isolated isentropic vortex centered at (0.5, 1)
is added to the basic flow. The angular velocity in the vortex is given by

vθ = c1r exp(−c2r2), c1 = uc/rc, c2 = r−2
c /2, r = ((x1 − 0.5)2 − (x2 − 1)2)1/2,

where we set rc = 0.075 and uc = 0.5. The computations are stopped at the dimensionless time
T = 0.7.

We solved this problem with the aid of algorithm from Section 4.6 with setting cA := 10−2,
cT := 10−1, p = 3 polynomial approximation with respect to space, q = 2 polynomial approxima-
tion with respect to time and the anisotropic mesh adaptation. We used the tolerance ω = 0.02.

Figure 10 shows the space-time adaptive computations, namely the dependence of the number
of degrees of freedom Nm = 2(p + 1)(p + 2)(q + 1) #Th,m = 120 #Th,m (top left), the size time
step τm (top right) and the accumulated residual error estimators

ηacc,m
A :=

(
m∑
k=1

(ηkA)2

)1/2

, ηacc,m
T :=

(
m∑
k=1

(ηkT)2

)1/2

, ηacc,m
ST :=

(
m∑
k=1

(ηkST)2

)1/2

(71)

(bottom left) on tm ∈ [0, T ]. Each node corresponds to one time step. Obviously, ηacc,r
A = ηA,

ηacc,r
T = ηT and ηacc,r

ST = ηST since tr = T .
We observe several jumps back with respect to tm which correspond to re-meshings of the

computational grid at several time steps and their repetitions, see step (5) of the adaptive process
from Section 4.6. Each re-meshing is usually accompanied by a decrease of the corresponding time
step. Moreover, Figure 10 (bottom right) shows the accumulated computational times (CPU) in
seconds necessary for the assembling the algebraic systems including the assembling of the flux
matrix (“CPU prepare”), CPU for the solution of the corresponding algebraic problems (“CPU
solve”) and CPU for the evaluation of the residual error estimates (“CPU estim”). We observe
that the evaluation of the residual error estimates is not time consuming, it requires less than 3%
of the total computational time. On the other hand, the most time consuming is the solution
of algebraic systems, hence a more efficient technique should be developed, e.g., the so-called
p-multigrid approach seems to be promising.

Finally, Figure 11 shows the used meshes, pressure isolines and the pressure distribution along
the horizontal cut at t = 0, t = 0.3, t = 0.45 and t = 0.6. We observe a strong anisotropic re-
finement along the static shock wave which is almost independent on t and a isotropic refinement

27



 80000

 100000

 120000

 140000

 160000

 180000

 200000

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7

DOF vs. physical time

Nm

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7

size of time step vs. physical time

τm

 1e-07

 1e-06

 1e-05

 0.0001

 0.001

 0.01

 0.1

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7

residual error estimators vs. physical time

ηA
ηT

ηST

 1

 10

 100

 1000

 10000

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7

CPU(s) vs. physical time

CPU prepare
CPU solve
CPU estim

Figure 10: Viscous shock-vortex interaction: space-time adaptive computations, development of the number of
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around the vortex which moves in the flow direction. The interaction is captured with nonphys-
ical oscillations; let us note the we do not include any stabilization in the numerical scheme.
The oscillation-free approximation is the consequence of a high order DG approximation and the
anisotropic adaptation.

7. Conclusion

We presented a higher order numerical method for the solution of the non-stationary com-
pressible Navier-Stokes equations, which is based on the space-time discontinuous Galerkin. We
developed the residual error estimates technique, which approximates the error measured in the
dual norm. This approach is able to identify the several ingredients of the total error, namely its
algebraic, spatial and temporal parts. Based on them we defined an adaptive algorithm which

i) solves the corresponding algebraic systems until the algebraic error estimate does not influ-
ence the spatial error estimate,

ii) chooses the time step such that the temporal error estimate is controlled by the spatial error
estimate,

iii) adapts the mesh in such a way that the space-time error estimate is under a given tolerance.

Several numerical experiments confirmed these items and demonstrated the ability of the presented
method.

The main drawback of the presented approach is that we have no information about the real
size of the error. The development of such error estimator is the subject of further research. The
most promising approach seems to us the goal-oriented a posteriori error estimation, cf. [31, 32].
Another challenge is a use of these residual error estimates for an anisotropic hp-adaptive method.

Appendix A. Choice of ‖·‖X

Here, our aim is to give a (partial) theoretical justification for the choice of ‖·‖X in (53).
For simplicity, we consider a linear problem u′ − ∆u = f on Ω × (0, T ) with homogeneous
boundary condition and initial condition u0. We introduce the following weak formulation: let
u ∈ L2(0, T,H1

0 (Ω)) be such that∫ T

0

(−u, v′) + (∇u,∇v) dt =

∫ T

0

(f, v) dt+ (u0, v(0)) ∀v ∈ X, (A.1)

where the space X is defined as

X = {v ∈ L2(0, T,H1
0 (Ω)) : v′ ∈ L2(0, T,H−1), v(T ) = 0}, (A.2)

see, e.g., [29]. Let us assume the discrete solution uhτ obtained by conforming method, i.e. uhτ
belongs to a subspace of L2(0, T,H1

0 (Ω)) and satisfy relation (A.1) for all vh ∈ Xh ⊂ X. Then,
according to (37), the residual measure of the error e = u− uhτ can be expressed as

R = sup
06=v∈X

∫ T
0

(f, v) + (uhτ , v
′)− (∇uhτ ,∇v) dt+ (u0, v(0))

‖v‖X
= sup

06=v∈X

∫ T
0

(−e, v′) + (∇e,∇v) dt

‖v‖X
.

(A.3)

Our aim is to choose the norm ‖·‖X in such a way that the termR is equivalent to the L2(0, T,H1
0 (Ω))-

norm of the error. We present the following results.
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Figure 11: Viscous shock-vortex interaction: meshes, pressure isolines and the pressure distribution along the

horizontal cut at t = 0, t = 0.3, t = 0.45 and t = 0.6.
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Lemma Appendix A.1. Let ‖v‖X := ‖v‖L2(0,T,H1
0 (Ω)) + ‖v′‖L2(0,T,H−1(Ω)), then

R ≤ ‖e‖L2(0,T,H1
0 (Ω)) ≤ 3R. (A.4)

Proof. Obviously, R ≤ ‖e‖L2(0,T,H1
0 (Ω)), since the Hölder inequality gives

∫ T

0

(−e, v′) + (∇e,∇v) dt ≤ ‖e‖L2(0,T,H1
0 (Ω))‖v′‖L2(0,T,H−1(Ω)) + ‖e‖L2(0,T,H1

0 (Ω))‖v‖L2(0,T,H1
0 (Ω)) = ‖e‖L2(0,T,H1

0 (Ω))‖v‖X .

In order to prove the opposite inequality ‖e‖L2(0,T,H1
0 (Ω)) ≤ 3R, we consider the dual problem:

find solution z ∈ X such that

∫ T

0

(−z′, w) + (∇z,∇w) dt =

∫ T

0

(∇e,∇w) dt ∀w ∈ L2(0, T,H1
0 (Ω)). (A.5)

Let z be the solution of (A.5). We show that

‖z‖L2(0,T,H1
0 (Ω)) + ‖z′‖L2(0,T,H−1(Ω)) ≤ 3‖e‖L2(0,T,H1

0 (Ω)). (A.6)

Putting w := z in (A.5), we get

−1

2
‖z(T )‖2L2(Ω) +

1

2
‖z(0)‖2L2(Ω) + ‖z‖2L2(0,T,H1

0 (Ω)) =

∫ T

0

(∇e,∇z) dt ≤ ‖e‖L2(0,T,H1
0 (Ω))‖z‖L2(0,T,H1

0 (Ω)),

hence we have ‖z‖L2(0,T,H1
0 (Ω)) ≤ ‖e‖L2(0,T,H1

0 (Ω)). Moreover, the definitions of the L2(0, T,H−1(Ω))-

and L2(0, T,H1
0 (Ω))- norms imply

‖z′‖L2(0,T,H−1(Ω)) = sup
06=w∈L2(0,T,H1

0 (Ω))

∫ T
0

(z′, w)

‖w‖L2(0,T,H1
0 (Ω))

≤ sup
0 6=w∈L2(0,T,H1

0 (Ω))

∫ T
0

(z′, w)− (∇z,∇w) dt

‖w‖L2(0,T,H1
0 (Ω))

+ sup
06=w∈L2(0,T,H1

0 (Ω))

∫ T
0

(∇z,∇w) dt

‖w‖L2(0,T,H1
0 (Ω))

= sup
0 6=w∈L2(0,T,H1

0 (Ω))

−
∫ T

0
(∇e,∇w) dt

‖w‖L2(0,T,H1
0 (Ω))

+ sup
06=w∈L2(0,T,H1

0 (Ω))

∫ T
0

(∇z,∇w) dt

‖w‖L2(0,T,H1
0 (Ω))

=‖e‖L2(0,T,H1
0 (Ω)) + ‖z‖L2(0,T,H1

0 (Ω)).

From this inequality it follows that ‖z′‖L2(0,T,H−1(Ω)) ≤ 2‖e‖L2(0,T,H1
0 (Ω)) and therefore (A.6) is

valid. Finally, from (A.6) and (A.5) with w := e, we get

‖e‖L2(0,T,H1
0 (Ω)) ≤

3‖e‖2
L2(0,T,H1

0 (Ω))

‖z‖L2(0,T,H1
0 (Ω)) + ‖z′‖L2(0,T,H−1(Ω))

=
3
∫ T

0
(−e, z′) + (∇e,∇z) dt

‖z‖L2(0,T,H1
0 (Ω)) + ‖z′‖L2(0,T,H−1(Ω))

≤ 3R.

�
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Lemma Appendix A.1 gives the equivalence between the residual measure R and the norm
L2(0, T,H1

0 (Ω)) defined therein for a conforming approximation. However, the norm defined by
(53) and the norm ‖·‖X defined by this Lemma are not the same. Although both of the norms
contain a term consisting of a norm of the time derivative, the latter involves the H−1-norm with
respect to the space variables, whereas the norm defined in (53) contains the H1-norm.
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[36] M. Feistauer, J. Felcman, I. Straškraba, Mathematical and Computational Methods for Com-
pressible Flow, Oxford University Press, Oxford, 2003.
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