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Abstract

Almost every nonsingular matrix A ∈ R2m,2m can be decomposed into
the product of a symplectic matrix S and an upper J-triangular matrix
R. This decomposition is not unique. In this paper we analyze the free-
dom of choice in the symplectic and the upper J-triangular factors and
review several existing suggestions on how to choose the free parameters
in the SR decomposition. In particular we consider two choices leading
to the minimization of the condition number of the diagonal blocks in the
upper J-triangular factor and to the minimization of the conditioning of
the corresponding blocks in the symplectic factor. We develop bounds for
the extremal singular values of the whole upper J-triangular factor and
the whole symplectic factor in terms of the spectral properties of even-
dimensioned principal submatrices of the skew-symmetric matrix associ-
ated with the SR decomposition. The theoretical results are illustrated
on two small examples.

1 Introduction

For each natural number m we define the skew-symmetric matrix

J2m =

(
0 Im

−Im 0

)
∈ R2m,2m,

where Im ∈ Rm,m denotes the identity matrix of the order m. It is clear that
J2m is nonsingular with J−1

2m = JT
2m = −J2m. If I2m = [e1, . . . e2m] is the identity

matrix of order 2m we define a permutation matrix P2m ∈ R2m,2m as

P2m = [e1, e3, . . . , e2m−1, e2, e4, . . . , e2m].
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It follows that P−1
2m = PT

2m = [e1, em+1, e2, em+2, . . . , em, e2m]. Using the per-
mutation matrix P2m, the matrix J2m can be permuted to the block diagonal
matrix Ĵ2m ∈ R2m,2m such that

Ĵ2m = P2mJ2mPT
2m = diag(

(
0 1
−1 0

)
, . . . ,

(
0 1
−1 0

)
).

Definition 1. A real square matrix S2m ∈ R2m,2m is a symplectic matrix if
ST
2mJ2mS2m = J2m. Similarly, a real rectangular matrix S2m,2n ∈ R2m,2n is

called semi-symplectic if ST
2m,2nJ2mS2m,2n = J2n.

Definition 2. A matrix R2m =

(
R1,1 R1,2

R2,1 R2,2

)
∈ R2m,2m is an upper J-

triangular matrix if R1,1, R1,2, and R2,2 ∈ Rm,m are upper triangular matrices
and R2,1 ∈ Rm,m is strictly upper triangular matrix.

Note that if R2m is an upper J-triangular matrix, then the matrix R̂2m =
P2mR2mPT

2m ∈ R2m,2m is an upper triangular matrix of the form

R̂2m =

 R̂1,1 . . . R̂1,m

0
. . .

...

0 0 R̂m,m

 ,

where R̂i,j ∈ R2,2 for i = 1, . . . j; j = 1, . . . ,m and R̂j,j is upper triangular for
j = 1, . . . ,m.

The question whether a square matrix of order 2m can be decomposed into
the product of a symplectic matrix and an upper J-triangular matrix is answered
in the following theorem.

Theorem 3. (SR decomposition) [3, Theorem 3.8] Let A2m =∈ R2m,2m be
nonsingular and let Â2m = A2mPT

2m =∈ R2m,2m. There exists a decomposi-
tion A2m = S2mR2m, where S2m ∈ R2m,2m is symplectic and R2m is upper
J-triangular if and only if all leading principal minors of even dimension of the
matrix Ĉ2m = ÂT

2mJ2mÂ2m are nonzero. Then we have also the decomposition
Â2m = Ŝ2mR̂2m where the factor Ŝ2m = S2mP−1

2m satisfies ŜT
2mJ2mŜ2m = Ĵ2m

and the upper triangular factor R̂2m = P2mR2mPT
2m satisfies

Ĉ2m = ÂT
2mJ2mÂ2m = P2mRT

2mJ2mR2mPT
2m

= P2mRT
2mPT

2mĴ2mP2mRPT
2m = R̂T

2mĴ2mR̂2m.

It follows from [3] that the SR decomposition is unique up to a special trivial
(symplectic and upper J-triangular) factor that is characterized by the following
corollary.

Corollary 4. [3, Remark 3.9] Let A2m = S2mR2m and A2m = S̃2mR̃2m be
two SR decompositions of a nonsingular matrix A2m ∈ R2m,2m. Then there

exists a matrix D2m =

(
D1,1 D1,2

0 D−1
1,1

)
∈ R2m,2m, where the matrices D1,1 =
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diag(d1,1, . . . , dm,1) ∈ Rm,m and D1,2 = diag(d1,2, . . . , dm,2) ∈ Rm,m are such

that S̃2m = S2mD−1
2m and R̃2m = D2mR2m.

Hence there is a freedom in the choice of the symplectic and the upper J-
triangular factor. The SR decomposition is unique up to a special factor D2m

that is at the same time symplectic and upper J-triangular leaving thus 2m
parameters free.

In order to obtain a unique decomposition, several options have been pro-
posed in the literature. Della-Dora [4] suggests to restrict the symplectic factor
S2m to symplectic matrices with column sum equal to 1 in order to obtain a
unique decomposition. This is also investigated in [7].

Mehrmann [7] suggests to restrict the upper J-triangular factor R2m =(
R1,1 R1,2

R2,1 R2,2

)
with additional constraints making the diagonal elements of R1,2

zero and setting the diagonal of R1,1 positive and in absolute value equal to the
corresponding diagonal elements of R2,2. As shown in [7] (under the assump-

tion that all leading principal minors of even dimension of Ĉ2m are nonzero as
in Theorem 3), such an SR decomposition does always exist and is unique. This
choice of the parameters will be denoted by MEH in the following discussions.
Based on [7], Bunse-Gerstner [3] suggests to restrict the upper J-triangular fac-
tor to an upper J-triangular matrix where the upper right hand triangular part
R1,2 has a zero diagonal and the diagonal elements of R1,1 are set to one in
order to obtain a unique decomposition.

These restrictions have been proposed solely in order to obtain a unique SR
decomposition for theoretical purposes. For the computation of the SR decom-
position the degree of freedom should rather be used to make the computation
as easy and stable as possible.

Salam considers in [8] symplectic Gram-Schmidt like algorithms. In that
context the SR decomposition of a matrix A = [a1 a2] ∈ R2n×2 is considered.
The SR decomposition A = SR, S = [s1 s2] ∈ R2n×2 and R = ( r11 r12

0 r22 ) was
called the elementary SR decomposition (ESR). Clearly, r11r22 = aT1 J2a2. Three
different versions (ESR1, ESR2 and ESR3) have been discussed:

ESR1 r11 = ∥a1∥, r12 arbitrary,

ESR2 r11 = ∥a1∥, r12 = aT1 a2/r11,

ESR3 r11 =
√
|aT1 J2a2|, r12 arbitrary.

It is shown that ESR1 results in ∥s1∥ = 1, ∥s2∥ ≥ 1, while ESR2 results in
∥s1∥ = 1, and ∥s2∥ has minimal 2-norm. For ESR3 it is immediate that r22 =
±r11 depending on the sign of aT1 J2a2. The special case ESR3 with r12 = 0 was
also suggested in [7]. It will play an important role in our findings, hence we
introduce it here as

ESR4 r11 =
√
|aT1 J2a2|, r12 = 0.

For this case, we have ∥s1∥ = ∥a1∥/
√
|aT1 J2a2| and ∥s2∥ = ∥a2∥/

√
|aT1 J2a2|,

that is, ∥a1∥
∥a2∥ = ∥s1∥

∥s2∥ .
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In the context of the Hamiltonian Lanczos process it has been proposed to
choose ∥s1∥ = 1, sT2 s1 = 0, sT1 Js2 = 1 (that is, s1 and s2 are chosen orthogonal
as well as J-orthogonal), see, e.g. [6, 1, 2]. In [1] it is shown that this minimizes
the condition number of S in case ∥s1∥ = 1. This is the same as ESR2.

To the best of our knowledge there are no further theoretical results on
how to make use of the freedom of choice in the symplectic and the upper J-
triangular factors in the SR decomposition. The SR decomposition is usually
not computed explicitly, algorithms based on the SR decomposition work in an
implicit fashion as in the QR context. The choice of freedom in the symplectic
and the upper J-triangular factors translates into the choice of freedom in the
symplectic transformation and in the parameters of the upper Hessenberg-like
form used. More knowledge about the effects of different choice for the freedom
in the SR decomposition will help in choosing the free parameters in the implicit
SR algorithms, see, e.g. [5] and the references therein. Moreover, algorithms
based on the SR decomposition need some sort of re-orthogonalization with
respect to the bilinear form imposed by J . The SR decomposition can be seen
such an orthogonalization process. Hence, the choice of freedom in the SR
decomposition means freedom in normalization.

The goal of this paper is to analyze how to make use of the freedom of choice
in the symplectic and the upper J-triangular factors in the SR decomposition
in order to yield stable algorithms. In particular, we will try to interpret some
of the existing suggestions on how to choose the free parameters in terms of the
conditioning of parts of the symplectic factor S or the triangular factor R.

The organization of the paper is as follows. In Section 2 the minimization of
the condition number of the diagonal blocks R̂j,j , j = 1, . . . ,m in the triangular

factor R̂2m is considered. It turns out that the particular choice of parameters
denoted by MEH [7] or ESR4 [8] yields this minimum. Section 3 is devoted to
the orthogonalization with respect to the bilinear form that is induced by the
skew-symmetric matrix J2m. In particular, we discuss how to choose R̂j,j , j =

1, . . . ,m in order to minimize the conditioning of the corresponding blocks Ŝj =
[ŝ2j−1, ŝ2j ] in the symplectic factor S2m. It turns out that ESR2 is locally worse
than ESR3. A new choice (denoted here as ESR5) which is better than ESR2
and as good as ESR3 will be introduced. In Section 4 we develop bounds for the
extremal singular values of the upper J-triangular factor R2m and the symplectic
factor S2m in terms of the spectral properties of principal submatrices of the
matrix Ĉ2m. In Section 5 we illustrate our results on two small model examples.

2 Minimization of the condition number of the
diagonal blocks R̂n,n in the triangular factor

In this section, it will be shown that ESR4 as well as MEH minimizes the
condition number of the diagonal blocks R̂n,n in the triangular factor R̂2m.

For n = 1, . . . ,m we introduce the rectangular submatrices

A2m,2n = [a1, . . . , a2n] ∈ R2m,2n
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and
Â2m,2n = A2m,2nP

T
2n = [â1, . . . , â2n] ∈ R2m,2n

for the matrices A2m and Â2m as in Theorem 3. In addition, we define the rect-
angular matrices S2m,2n = [s1, . . . , s2n] ∈ R2m,2n and Ŝ2m,2n = S2m,2nP

−1
2n =

[ŝ1, . . . , ŝ2n] ∈ R2m,2n. From ŜT
2mJ2mŜ2m = Ĵ2m and from the 2 × 2 block

diagonal structure of the matrix Ĵ2m it follows that

(1) ŜT
2m,2nJ2mŜ2m,2n = Ĵ2n.

Consequently, the matrices S2m,2n are semi-symplectic with

ST
2m,2nJ2mS2m,2n = PT

2nŜ
T
2m,2nJ2mŜ2m,2nP2n = PT

2nĴ2nP2n = J2n.

Moreover, from the upper triangular structure of the factor R̂2m in the de-
composition Â2m = Ŝ2mR̂2m one can easily conclude that the same holds
also for the R factor in the SR decomposition of each rectangular submatrix
Â2m,2n = Ŝ2m,2nR̂2n. Here R̂2n ∈ R2n,2n is the leading principal submatrix of

order 2n of the upper triangular factor R̂2m and thus it is also upper triangular.
The factor R̂2n can be computed from the Cholesky-like decomposition of the
skew-symmetric matrix

(2) Ĉ2n =

 Ĉ1,1 . . . Ĉ1,n

...
...

Ĉn,1 . . . Ĉn,n

 = ÂT
2m,2nJ2mÂ2m,2n = R̂T

2nĴ2nR̂2n

as (1) holds (please note, that a corresponding observation has been made for
R̂2m in Theorem 3). Here Ĉ2n is partitioned into 2× 2 blocks Ĉi,j .

We also have the decomposition A2m,2n = Â2m,2nP
−T
2n = Ŝ2m,2nR̂2nP

−T
2n =

S2m,2nR2n, where R2n is defined as R2n = P−1
2n R̂2nP

−T
2n . Then R2n is a factor

from the Cholesky-like decomposition AT
2m,2nJ2mA2m,2n = RT

2nJ2nR2n.

We consider the following partitioning of the skew-symmetric matrix Ĉ2n

and the upper triangular matrix R̂2n

Ĉ2n =

 Ĉ2(n−1)

Ĉ1,n

...

Ĉn−1,n

Ĉn,1 . . . Ĉn,n−1 Ĉn,n

 , Ĉj,n = −ĈT
n,j ,(3)

R̂2n =

 R̂2(n−1)

R̂1,n

...

R̂n−1,n

0 R̂n,n


and the partitioning of the matrix Ĵ2n = diag(Ĵ2(n−1), Ĵ2). Given the matrix

R̂2(n−1) at the step n − 1, it follows then from (2) that the off-diagonal blocks
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R̂i,n can be computed via forward substitution

(4)

 R̂1,n

...

R̂n−1,n

 = −Ĵ2(n−1)R̂
−T
2(n−1)

 Ĉ1,n

...

Ĉn−1,n


as R̂−T

2(n−1) is a lower triangular matrix. It is also easy to see from (2) and (4)

that the diagonal block R̂n,n satisfies

R̂T
n,nĴ2R̂n,n = Ĉn,n −

 R̂1,n

...

R̂n−1,n


T

Ĵ2(n−1)

 R̂1,n

...

R̂n−1,n



= Ĉn,n −

 Ĉ1,n

...

Ĉn−1,n


T

R̂−1
2(n−1)Ĵ2(n−1)R̂

−T
2(n−1)

 Ĉ1,n

...

Ĉn−1,n



= Ĉn,n −

 Ĉ1,n

...

Ĉn−1,n


T

Ĉ−1
2(n−1)

 Ĉ1,n

...

Ĉn−1,n

(5)

=


Ĉ1,n

...

Ĉn−1,n

Ĉn,n


T  −Ĉ−1

2(n−1)

 Ĉ1,n

...

Ĉn−1,n


I2


as R̂T

2(n−1)Ĵ2(n−1)R̂2(n−1) = Ĉ2(n−1). Hence R̂n,n can be recovered from the

Cholesky-like decomposition of the 2×2 Schur-complement matrix1 Ĉ2n\Ĉ2(n−1),
i.e.

(6) R̂T
n,nĴ2R̂n,n = Ĉ2n\Ĉ2(n−1).

The matrices Ĉ2n and Ĉ2(n−1) are skew-symmetric and therefore the Schur-

complement matrix Ĉ2n\Ĉ2(n−1) is also skew-symmetric with

Ĉ2n\Ĉ2(n−1) =

(
0 ±∥Ĉ2n\Ĉ2(n−1)∥

∓∥Ĉ2n\Ĉ2(n−1)∥ 0

)
= ±∥Ĉ2n\Ĉ2(n−1)∥Ĵ2.

1For X =
(

X1,1 X1,2

X2,1 X2,2

)
∈ Rn+m,n+m, a nonsingular X1,1 ∈ Rn,n,X1,2 ∈ Rn,m,X2,1 ∈

Rm,n,X2,2 ∈ Rm,m we denote the Schur complement by X\X1,1 = X2,2 −X2,1X
−1
1,1X1,2.
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Denoting the nonzero elements of R̂n,n by r11, r12 and r22 we get

R̂T
n,nĴ2R̂n,n =

(
r11 0
r12 r22

)(
0 1
−1 0

)(
r11 r12
0 r22

)
=

(
0 r11r22

−r11r22 0

)
.

The freedom of 2m free parameters in the SR decomposition discussed in Corol-
lary 4 is thus reflected in a free choice of the off-diagonal element r12 and the
choice of one of the diagonal elements r11 or r22 for each block R̂n,n. This fixes

the other diagonal element as r11r22 = ±∥Ĉ2n\Ĉ2(n−1)∥ has to be satisfied for

each block R̂n,n, where n = 1, . . . ,m.

The condition number of the diagonal matrix block R̂n,n can be expressed
by the eigenvalues of the symmetric positive definite matrix

R̂T
n,nR̂n,n =

(
r11 0
r12 r22

)(
r11 r12
0 r22

)
=

(
r211 r11r12

r11r12 r212 + r222

)
.

Obviously, κ(R̂n,n) can be expressed in terms of the parameters r11, r22 and

r12. The eigenvalues of R̂T
n,nR̂n,n are

r211 + r212 + r222
2

±
√

(r211 + r212 + r222)
2

4
− r211r

2
22.

As r11r22 = ±∥Ĉ2n\Ĉ2(n−1)∥ is a fixed constant and ∥R̂n,n∥2F = r211 + r212 + r222,
we have

κ2(R̂n,n) =
∥R̂n,n∥2F +

√
∥R̂n,n∥4F − 4∥Ĉ2n\Ĉ2(n−1)∥2

∥R̂n,n∥2F −
√
∥R̂n,n∥4F − 4∥Ĉ2n\Ĉ2(n−1)∥2

.

Indeed κ(R̂n,n) is an increasing function of ∥R̂n,n∥2F , so if we want to keep the

condition number of R̂n,n small, we must minimize its Frobenius norm ∥R̂n,n∥2F .
This leads to r12 = 0 and to minimization of r211 +

∥Ĉ2n\Ĉ2(n−1)∥2

r211
as a function

of r11. This function is minimized for

(7) r11 = ±r22 = ±
√
∥Ĉ2n\Ĉ2(n−1)∥.

Hence, while R̂T
n,nĴ2R̂n,n = ±∥Ĉ2n\Ĉ2(n−1)∥Ĵ2 has to hold (6), in this optimal

case the matrix R̂T
n,nR̂n,n satisfies

(8) R̂T
n,nR̂n,n = ∥Ĉ2n\Ĉ2(n−1)∥I2.

Note that this choice exactly corresponds to the choice MEH [7] and to the
version ERS4, that is, ESR3 with the choice r12 = 0 in [8]. It is also clear
that the scaling that minimizes the condition number of R̂n,n is not necessarily

the one that minimizes the condition number of the block Ŝn = [ŝ2n−1, ŝ2n]
in the semi-symplectic factor Ŝ2m,2n. This aspect will be further discussed in
Section 3.
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3 Minimization of the condition number of the
blocks Ŝn in the semi-symplectic factor

The SR decomposition of the rectangular matrix Â2m,2n = Ŝ2m,2nR̂2n can be
seen as an orthogonalization process with respect a bilinear form induced by the
skew-symmetric matrix J2m. Indeed, if this process is applied to certain blocks
of two column vectors of Â2m,2n, then as its outputs we get the block columns

of the semi-symplectic factor Ŝ2m,2n and the upper triangular factor R̂2n that
contains the orthogonalization coefficients. If we consider the two-vector par-
titioning of matrices Â2m,2n = [Â2m,2(n−1), Ân] with Ân = [â2n−1, â2n] and

Ŝ2m,2n = [Ŝ2m,2(n−1), Ŝn] with Ŝn = [ŝ2n−1, ŝ2n], then the last two columns of

Â2m,2n = Ŝ2m,2nR̂2n represent the recurrence for computing the vectors Ŝn and

the diagonal block R̂n,n as

Ŝ2m,2(n−1)

 R̂1,n

...

R̂n−1,n

+ ŜnR̂n,n = Ân.

Note that Ŝn ∈ R2m,2 is semi-symplectic with

ŜTnJ2mŜn = Ĵ2,

i.e. we have ŝT2n−1J2mŝ2n = 1. Introducing the matrix

(9) Ûn = [û2n−1, û2n] = ŜnR̂n,n

we can write

(10) Ûn = Ân − Ŝ2m,2(n−1)

 R̂1,n

...

R̂n−1,n

 ,

where the off-diagonal blocks R̂1,n, . . . , R̂n−1,n with (4) and (2) satisfy R̂1,n

...

R̂n−1,n

 = Ĵ−1
2(n−1)R̂

−T
2(n−1)Â

T
2m,2(n−1)J2mÂn

= Ĵ−1
2(n−1)Ŝ

T
2m,2(n−1)J2mÂn(11)

as Ŝ2m,2(n−1) = Â2m,2(n−1)R̂
−1
2(n−1). Consequently, the columns of Ûn can be

formally seen as the result of the orthogonalization of the columns of Ân against
the previously computed vectors of the semi-symplectic matrix Ŝ2m,2(n−1) with
respect to the bilinear form induced by the skew-symmetric matrix J2m

Ûn = Ân − Ŝ2m,2(n−1)Ĵ
−1
2(n−1)Ŝ

T
2m,2(n−1)J2mÂn.
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The last term can be rewritten using (2) and Ŝ2m,2(n−1) = Â2m,2(n−1)R̂
−1
2(n−1)

Ŝ2m,2(n−1)Ĵ
−1
2(n−1)Ŝ

T
2m,2(n−1)J2mÂn = Â2m,2(n−1)Ĉ

−1
2(n−1)

 Ĉ1,n

...

Ĉn−1,n

 .

Hence, from (10) and (11) we obtain for Ûn

(12) Ûn = [Â2m,2(n−1), Ân]

 −Ĉ−1
2(n−1)

 Ĉ1,n

...

Ĉn−1,n


I2

 .

Clearly, Ûn depends on Â2m,2n and Ĉ2n (except of Ĉn,n).

Under the assumptions of Theorem 3 the diagonal elements of R̂2m have to
be nonzero. Hence the diagonal elements of each R̂n,n are nonzero. From

ÛT
nJ2mÛn = R̂T

n,nŜ
T
nJ2mŜnR̂n,n = R̂T

n,nĴ2R̂n,n,

we obtain the Cholesky-like decomposition(
r11 r12
0 r22

)T (
0 1
−1 0

)(
r11 r12
0 r22

)
=

(
0 ûT

2n−1J2mû2n

ûT
2nJ2mû2n−1 0

)
which implies ûT

2n−1J2mû2n ̸= 0. Moreover, due to (6)

ÛT
nJ2mÛn = Ĉ2n\Ĉ2(n−1).

The computation of R̂n,n can be viewed as a kind of normalization in the or-
thogonalization process whereas

(13) r11r22 = ûT
2n−1J2mû2n = ±∥Ĉ2n\Ĉ2(n−1)∥.

Note that û2n−1 and û2n are given from previous projections in (10). They
depend on Â2m,2n, Ĉ2(n−1) and Ĉi,n for i = 1, . . . , n − 1, see (12). Moreover,
they determine the elements r11 and r12, whereas r22 already depends on r11
and the corresponding Schur complement Ĉ2n\Ĉ2(n−1).

As already noted there is a freedom in the choice of r12 and one of the
elements r11 and r22. Choosing r11 fixes r22 due to the restriction (13). Con-
sidering the formula (9) with the fixed left-hand side Ûn, we now ask for R̂n,n

such that the conditioning of Ŝn is minimal. Recall, in Section 2 we minimized
the condition number of R̂n,n, that is, we minimized the upper bound for its

condition number in the bound κ(Ŝn) ≤ κ(Ûn)κ(R̂n,n).

Now we want to choose R̂n,n such that κ(Ŝn) is minimal. The eigenvalues

of the matrix ŜTn Ŝn satisfy the quadratic equation

(14) (∥ŝ2n−1∥2 − λ)(∥ŝ2n∥2 − λ)− (ŝ2n−1, ŝ2n)
2 = 0,
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and therefore, for the squares of the singular values of Ŝn we have

∥Ŝn∥2, σ2
min(Ŝn) =

∥Ŝn∥2F
2

±

√
∥Ŝn∥4F

4
− det(ŜTn Ŝn).

It follows from (9) that ŜTn Ŝn = R̂−T
n,n(Û

T
n Ûn)R̂

−1
n,n and hence using the identity

det(ÛT
n Ûn) = ∥Ûn∥2σ2

min(Ûn) and (13) we see that

det(ŜTn Ŝn) = det(R̂−T
n,n) det(Û

T
n Ûn) det(R̂

−1
n,n)

=
det(ÛT

n Ûn)

(r11r22)2

=

(
∥Ûn∥σmin(Ûn)

(û2n−1, J2mû2n)

)2

does not depend on the parameters r11 and r12. Here (·, ·) denotes the standard
inner product, (x, y) = xT y. Consequently, the condition number

κ2(Ŝn) =
∥Ŝn∥2F +

√
∥Ŝn∥2F − 4 det(ŜTn Ŝn)

∥Ŝn∥2F −
√

∥Ŝn∥2F − 4 det(ŜTn Ŝn)

is minimized if we minimize ∥Ŝn∥2F = ∥ŝ2n−1∥2+∥ŝ2n∥2 as a function of r11 and

r12. Noting that ŜTn Ŝn = (ÛnR̂
−1
n,n)

T (ÛnR̂
−1
n,n) also yields

∥ŝ2n−1∥2 = ∥û2n−1∥2/r211,(15)

∥ŝ2n∥2 = ∥r12û2n−1 − r11û2n∥2/(û2n−1, J2mû2n)
2,(16)

and

(17) (ŝ2n−1, ŝ2n) = − (û2n−1, r12û2n−1 − r11û2n)

r11(û2n−1, J2mû2n)
.

Taking the partial derivatives

∂∥Ŝn∥2F
∂r11

= −2
∥û2n−1∥2

r311
− 2r12

(û2n−1, û2n)

(û2n−1, J2mû2n)2
+ 2r11

∥û2n∥2

(û2n−1, J2mû2n)2
,

∂∥Ŝn∥2F
∂r12

= 2r12
∥û2n−1∥2

(û2n−1, J2mû2n)2
− 2r11

(û2n−1, û2n)

(û2n−1, J2mû2n)2
,

we obtain two nonlinear equations for the stationary point in the form

(18) r12∥û2n−1∥2 − r11(û2n−1, û2n) = 0,

r11∥û2n∥2 − r12(û2n−1, û2n) =
∥û2n−1∥2(û2n−1, J2mû2n)

2

r311
.
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This leads to the formulas for the minimizer

r11 =
∥û2n−1∥|(û2n−1, J2mû2n)|1/2

(∥Ûn∥σmin(Ûn))1/2
,(19)

r12 =
(û2n−1, û2n)|(û2n−1, J2mû2n)|1/2

∥û2n−1∥(∥Ûn∥σmin(Ûn))1/2
.(20)

This choice implies that (17) gives

(ŝ2n−1, ŝ2n) = 0.

Hence, the necessary condition (18) implies the orthogonality of ŝ2n with respect
to ŝ2n−1. Further, from (15), (16), (19) and (20) it follows, that

∥ŝ2n−1∥2 =
∥Ûn∥σmin(Ûn)

|(û2n−1, J2mû2n)|
, ∥ŝ2n∥2 =

∥Ûn∥σmin(Ûn)

|(û2n−1, J2mû2n)|
.

and therefore,

(21) ŜTn Ŝn =
∥Ûn∥σmin(Ûn)

|(û2n−1, J2mû2n)|
I2.

Thus the block Ŝn is well-conditioned with κ(Ŝn) = 1. Recall that here we
considered the general case r11 ̸= r22 and no restriction on r12 together with
the restriction (13). This lead to the choice (19) and (20), which will be denoted
by ESR5 from now on;

ESR5 r11 ̸= r22, r11 as in (19) and r12 as in (20).

Note that both choices ESR2 and ESR5 lead to Ŝn with orthogonal columns,
but in ESR5 the norms of ŝ2n−1 and ŝ2n are equilibrated, while in ESR2 we have
∥ŝ2n−1∥ = 1 and ∥ŝ2n∥ ≥ 1 (see [8]) that leads often to much larger condition
number of Ŝn than in ESR5. This will be illustrated also in Section 5.

4 Condition number of factors in the SR decom-
position

It follows from Section 2 that for ESR4, that is, under the optimal choice (7) of
the parameters r11 and r12

|r11| = |r22|, r11r22 = (û2n−1, J2mû2n), r12 = 0,

the norms of R̂n,n and R̂−1
n,n are determined by the norm of the Schur complement

matrix ∥Ĉ2n\Ĉ2(n−1)∥ = |(û2n−1, J2mû2n)| whereas

(22) ∥R̂n,n∥ = |(û2n−1, J2mû2n)|1/2, ∥R̂−1
n,n∥ = |(û2n−1, J2mû2n)|−1/2.
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This gives κ(R̂n,n) = 1. Moreover, using Ŝn = ÛnR̂
−1
n,n we get

(23) ∥Ŝn∥ = |(û2n−1, J2mû2n)|−1/2∥Ûn∥, ∥Ŝ†n∥ = |(û2n−1, J2mû2n)|1/2∥Û†
n∥

leading to κ(Ŝn) = κ(Ûn). Here X† denotes the Moore-Penrose pseudoinverse
of a (possibly rectangular) matrix X.

On the other hand, it follows from Section 3 that for ESR5, that is, under
the optimal choice (7) of the parameters r11 and r12

r11 =
∥û2n−1∥|(û2n−1, J2mû2n)|1/2

(∥Ûn∥σmin(Ûn))1/2
, r12 =

(û2n−1, û2n)|(û2n−1, J2mû2n)|1/2

∥û2n−1∥(∥Ûn∥σmin(Ûn))1/2
,

with r22 given from the the condition r11r22 = (û2n−1, J2mû2n), the norms of
Ŝn and Ŝ†n satisfy

∥Ŝn∥ =
∥Ûn∥

|(û2n−1, J2mû2n)|1/2κ1/2(Ûn)
,

∥Ŝ†n∥ =
|(û2n−1, J2mû2n)|1/2∥Û†

n∥
κ1/2(Ûn)

.(24)

This gives κ(Ŝn) = 1. Moreover, from ÛT
n Ûn = R̂T

n,nŜ
T
n ŜnR̂n,n and (21) we get

∥R̂n,n∥ = |(û2n−1, J2mû2n)|1/2κ1/2(Ûn),

∥R̂−1
n,n∥ = |(û2n−1, J2mû2n)|−1/2κ1/2(Ûn)(25)

leading to κ(R̂n,n) = κ(Ûn).

We have maxn=1,...,m ∥Ŝn∥ ≤ ∥Ŝ2m∥. A similar statement holds for the

minimal singular values minn=1,...,m σmin(Ŝn) ≥ σmin(Ŝ2m). It is also clear
that for each n = 1, . . . ,m we have

∥Ŝ2m,2n∥ ≤ ∥Ŝ2m∥, σmin(Ŝ2m,2n) ≥ σmin(Ŝ2m).

Thus κ(Ŝ2m,2n) ≤ κ(S2m). For the symplectic factor Ŝ2m we have that ŜT
2mJ2mŜ2m =

Ĵ2m and thus
Ŝ−1
2m = Ĵ−1

2mŜT
2mĴ2m.

Therefore, the condition number of Ŝ2m is given by the square of its norm as
κ(Ŝ2m) = ∥Ŝ2m∥2. The norm of Ŝ2m can be bounded as

∥Ŝ2m∥ ≤
m∑

n=1

∥Ŝn∥.

The matrix R̂2m is block upper triangular and therefore the norms of all
diagonal blocks R̂n,n represent the lower bounds for its norm;

max
n=1,...,m

∥R̂n,n∥ ≤ ∥R̂2m∥.
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A similar statement can be given for the inverses maxn=1,...,m ∥R̂−1
n,n∥ ≤ ∥R̂−1

2m∥.
In the following theorems we give upper bounds for the norm of R̂−1

2m and R̂2m

in terms of the norms of the diagonal blocks R̂n,n and R̂−1
n,n, n = 1, . . . ,m.

Theorem 5. Let Â2m ∈ R2m,2m and Â2m,2n ∈ R2m,2n be the matrices defined
as in Theorem 3 such that no leading principal minor of even dimension of the
matrix Ĉ2m = ÂT

2mJ2mÂ2m vanishes (i.e., Ĉ2n = ÂT
2m,2nJ2mÂ2m,2n is nonsin-

gular for all n = 1, . . . ,m). In the SR decomposition of Â2m the triangular
factor R̂2m is chosen such that (13) holds for each diagonal 2 × 2 block R̂n,n,
n = 1, . . . ,m. Then the norm of the inverse of the triangular factor R2m is
bounded by

∥R̂−1
2m∥ ≤ ∥R̂−1

1,1∥+
m∑

n=2

∥Â†
2m,2nÛn∥∥R̂−1

n,n∥

Proof. Observe that

R̂2n =

 R̂2(n−1) R̂2(n−1)Ĉ
−1
2(n−1)

 Ĉ1,n

...

Ĉn−1,n


0 R̂n,n


as the off-diagonal blocks R̂i,n satisfy (4) and Ĉ2(n−1) = R̂T

2(n−1)Ĵ2(n−1)R̂2(n−1).

Hence, the inverse of the triangular matrix R̂2n can be expressed as

(26) R̂−1
2n =

 R̂−1
2(n−1) −Ĉ−1

2(n−1)

 Ĉ1,n

...

Ĉn−1,n

 R̂−1
n,n

0 R̂−1
n,n

 .

Considering the identity (12) the previous expression can be rewritten as follows

R̂−1
2n =

(
R̂−1

2(n−1)

0
Â†

2m,2nÛnR̂
−1
n,n

)
.

Using the triangular inequality the norm of R̂−1
2n can be bounded by

∥R̂−1
2n ∥ ≤ ∥R̂−1

2(n−1)∥+ ∥Â†
2m,2nÛnR̂

−1
n,n∥

≤ ∥R̂−1
2(n−1)∥+ ∥Â†

2m,2nÛn∥∥R̂−1
n,n∥.

It follows immediately

∥R̂−1
2m∥ ≤ ∥R̂−1

2(m−2)∥+
m∑

n=m−1

∥Â†
2m,2nÛn∥∥R̂−1

n,n∥

≤ · · ·

≤ ∥R̂−1
1,1∥+

m∑
n=2

∥Â†
2m,2nÛn∥∥R̂−1

n,n∥.
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Therefore, we obtain the statement of our theorem.

Since the matrix R̂2m represents the upper triangular factor in the Cholesky-
like decomposition Ĉ2m = R̂T

2mĴ2mR̂2m we can bound its norm via ∥R̂2m∥ ≤
∥Ĉ2m∥∥R̂−1

2m∥ and the bound for ∥R̂−1
2m∥ formulated in Theorem 5. The norm

of R̂2m can be also bounded directly in terms of the norms of diagonal blocks
R̂n,n, n = 1, . . . ,m.

Theorem 6. Under the same assumptions as in Theorem 5 the square of the
norm of the triangular factor R̂2m can be bounded as

∥R̂2m∥ ≤
m∑

n=1

(
∥R̂n,n∥+ ∥R̂−1

n,n∥∥Â
†
2m,2nÛn∥∥Ĉ2m∥

)
.

Proof. Consider the following partitioning of R̂2m

R̂2m =

 R̂2(n−1)

R̂1,n · · · R̂1,m

...
...

R̂n−1,n · · · R̂n−1,m

0 R̆2(m−n+1)


with the trailing principal submatrix R̆2(m−n+1) ∈ R2(m−n+1),2(m−n+1) for n =

1, . . .m. Then due to R̆2m = R̂2m (n = 1) and (11) we have

R̆2(m−n+1) =

(
R̂n,n R̂n+1,m · · · R̂n,m

0 R̆2(m−n)

)

=

(
R̂n,n −Ĵ−1

2 ŜTnJ2m

(
Ân+1 · · · Âm

)
0 R̆2(m−n)

)
.

Using the triangular inequality the norm of R̆2(m−n+1) can be then bounded by

∥R̆2(m−n+1)∥ ≤ ∥R̆2(m−n)∥+ ∥R̂n,n∥+ ∥Ĵ−1
2 ŜTnJ2m(Ân+1 · · · Âm)∥

≤ ∥R̆2(m−n)∥+ ∥R̂n,n∥+ ∥R̂−1
n,n∥∥ÛT

nJ2m(Ân+1 · · · Âm)∥

as Ŝn = ÛnR̂
−1
n,n. Similarly, it follows immediately from the previous recurrence

that

∥R̂2m∥ ≤ ∥R̆2(m−2)∥+
2∑

n=1

∥R̂n,n∥+ ∥R̂−1
n,n∥∥ÛT

nJ2m(Ân+1 · · · Âm)∥

≤ · · ·

≤
m∑

n=1

(
∥R̂n,n∥+ ∥R̂−1

n,n∥∥ÛT
nJ2m(Ân+1 · · · Âm)∥

)
.
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The statement of our theorem now follows from the identity

ÛT
nJ2m(Ân+1 · · · Âm) = (Â†

2m,2nÛn)
T

 Ĉ1,n+1 · · · Ĉ1,m

...
...

Ĉn,n+1 · · · Ĉn,m


considering that the norm of its rightmost matrix can be bounded by the norm
of the matrix Ĉ2m.

The norm of the matrix Â†
2m,2nÛn that appears in the statements of Theo-

rem 5 and Theorem 6 can be bounded as

∥Â†
2m,2nÛn∥ ≤ 1 + ∥Ĉ−1

2(n−1)

 Ĉ1,n

...

Ĉn−1,n

 ∥

≤ 1 + ∥Ĉ−1
2(n−1)∥∥

 Ĉ1,n

...

Ĉn−1,n

 ∥

≤ 1 + ∥Ĉ−1
2(n−1)∥∥Ĉ2n∥.

Similarly, it follows from (5) that the norm of the Schur complement matrix
|(û2n−1, J2mû2n)| = ∥Ĉ2n\Ĉ2(n−1)∥ can be bounded from above by

∥Ĉ2n\Ĉ2(n−1)∥ ≤ ∥


Ĉ1,n

...

Ĉn−1,n

Ĉn,n

 ∥(1 + ∥Ĉ−1
2(n−1)

 Ĉ1,n

...

Ĉn−1,n

 ∥)

≤ ∥Ĉ2n∥(1 + ∥Ĉ−1
2(n−1)∥∥Ĉ2n∥).

The norm of its inverse (Ĉ2n\Ĉ2(n−1))
−1 can be bounded by the norm of Ĉ−1

2n ,

as the inverse of the Schur complement (Ĉ2n\Ĉ2(n−1))
−1 is the lower right block

in the inverse of the matrix Ĉ−1
2n . This leads to the lower bound

1/∥Ĉ−1
2n ∥ ≤ ∥Ĉ2n\Ĉ2(n−1)∥.

If the principal submatrix Ĉ2(n−1) is ill-conditioned, then one may observe a
significant growth of entries in the Schur complement matrix which leads to large
norm of the diagonal block R̂n,n. If in such case the principal submatrix Ĉ2n is

well-conditioned, the lower bound for ∥Ĉ2n\Ĉ2(n−1)∥ is a large underestimate
of the actual size of the norm of the Schur complement matrix. Conversely, if
Ĉ2(n−1) is well-conditioned and Ĉ2n is ill-conditioned, the size of the norm of
the Schur complement matrix can be rather small. However, this leads to an
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increase of the norm of R̂−1
n,n. Similar considerations can be done also for the

norms of the blocks Ŝn.
The condition number of Ûn plays an important role when comparing the

singular values of the blocks R̂n,n and Ŝn in ESR4 and ESR5, respectively. It

follows from (22) and (24) that the norms of R̂n,n and R̂−1
n,n are by a factor

of κ1/2(Ûn) larger in ESR5 than in ESR4, while the identities (23) and (25)
show that that the norms of Ŝn and Ŝ†n in ESR5 are by a factor of κ1/2(Ûn)
smaller than those in ESR4. Using (9) the extremal singular values of Ûn can
be bounded by

∥Ûn∥ ≤ ∥Â2m,2n∥

1 + ∥Ĉ−1
2(n−1)

 Ĉ1,n

...

Ĉn−1,n

 ∥

 ,

and

σmin(Ûn) ≥ σmin(Â2m,2n)

√√√√√√1 + σ2
min(Ĉ

−1
2(n−1)

 Ĉ1,n

...

Ĉn−1,n

)

≥ σmin(Â2m,2n).

5 Numerical examples

Recall from Theorem 3 that the upper triangular factor R̂2m of the SR decom-
position Â2m = Ŝ2mR̂2m can be obtained from the Cholesky-like decomposition

Ĉ2m = ÂT
2mJ2mÂ2m = R̂T

2mĴ2mR̂2m.

It was shown in [9] that given the fixed skew-symmetric matrix Ĉ2n, the fac-
torization Ĉ2n = ÂT

2m,2nJ2mÂ2m,2n, where Â2m,2n ∈ R2m,2n is an arbitrary
rectangular matrix is not unique. Several classes of matrices have been dis-
cussed in [9] including the analysis of the conditioning of such factors that
must always satisfy κ2(Â2m,2n) ≥ κ(Ĉ2n). The author also gives the charac-
terization of matrices with minimal condition number that lead to the equality
κ2(Â2m,2n) = κ(Ĉ2n). We will consider a well-conditioned Ĉ2 and, among the

potentially many matrices Â4,2 that lead to this same Ĉ2, two examples:

• an ill-conditioned Â4,2 with κ2(Â4,2) ≫ κ(Ĉ2), where ESR4 and ESR5 be-

have very differently: for ESR4 a well-conditioned R̂2 and ill-conditioned
Ŝ2 is obtained, while a well-conditioned Ŝ2 and ill-conditioned R̂2 is ob-
tained for ESR5.

• a well-conditioned Â4,2 with κ(Â4,2) ≈ 1, where we will show that both

Ŝ2 and R̂2 are not well-conditioned but quite similar for ESR4 and ESR5.
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In both examples we also look at the conditioning of factors in the ESR2 case.
In particular, we will consider the 2× 2 skew-symmetric matrix Ĉ2

Ĉ2 =

(
0 ε
−ε 0

)
,

where ε is a small positive parameter. It appears that both singular values of
Ĉ2 are equal to ε and thus Ĉ2 itself is well-conditioned with κ(Ĉ2) = 1.

First we consider the 4× 2 matrix

Â4,2 =


ε 0
0 0
1 1
0 0


such that ÂT

4,2J4Â4,2 = Ĉ2. It is easy to show that Â4,2 is ill-conditioned with

κ(Â4,2) ≈ 2
ε , whereas ∥Â4,2∥ =

√
2 and σmin(Â4,2) =

ε√
2
.

Case ESR4: First we will consider the ESR4 setting. Due to (2) the factor
R̂2 has to satisfy R̂T

2 Ĵ2R̂2 = Ĉ2. As r12 = 0 this yields the decomposition(
0 ε
−ε 0

)
= R̂T

2

(
0 1
−1 0

)
R̂2 ⇒ R̂2 =

( √
ε 0
0

√
ε

)
.

The singular values of the diagonal matrix R̂2 are both equal to
√
ε, but the

factor R̂2 remains perfectly conditioned with κ(R̂2) = 1. The factor Ŝ2 has the
following form

Ŝ2 =


√
ε 0
0 0
1√
ε

1√
ε

0 0

 .

The norm of Ŝ2 is equal to ∥Ŝ2∥ =
√
2√
ε
and the minimal singular value of Ŝ2 is

equal to its reciprocal σ(Ŝ2) =
√
ε√
2
. Thus Ŝ2 is ill-conditioned with the condition

number given as κ(Ŝ2) = κ(Â4,2) =
2
ε .

Case ESR5: The situation changes dramatically when we consider the case
ESR5. The elements of the factor R̂2 are given by

R̂2 =

( √
1 + ε2

√
ε√

1+ε2

0 ε√
1+ε2

)
.

The singular values of R̂2 are equal to ∥R̂2∥ =
√
2 and σmin(R̂2) =

ε√
2
. The fac-

tor R̂2 is ill-conditioned with the condition number given as κ(R̂2) = κ(Â4,2) =
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2
ε . The factor Ŝ2 is given by

Ŝ2 =


ε√

1+ε2
−1

ε
1√

1+ε2

0 0
1
ε

1√
1+ε2

ε√
1+ε2

0 0

 .

The columns of Ŝ2 are orthogonal with respect to the standard inner product
and have the same norm. Thus Ŝ2 is perfectly conditioned with κ(Ŝ2) = 1.

Case ESR2: Note that due to the property ∥Ĉ2∥ = ∥Â2∥σmin(Â2) = ε the
scheme ESR2 coincides with the scheme ESR5 on this example.

In our second example the 4× 2 matrix Â4,2 is chosen as

Â4,2 =


ε ε
1 0
0 1
0 0


such that ÂT

4,2J4Â4,2 = Ĉ2. However, Â4,2 is now well-conditioned with κ(Â4,2) =

∥Â4,2∥ =
√
1 + 2ε2 and σmin(Â4,2) = 1.

Case ESR4: The factor R̂2 for ESR4 is the same as in the first example

R̂2 =

( √
ε 0
0

√
ε

)
.

It is perfectly conditioned with κ(R̂2) = 1. The factor Ŝ2 is given by

Ŝ2 =


√
ε

√
ε

1√
ε

0

0 1√
ε

0 0


with the norm ∥Ŝ2∥ =

√
1+2ε√

ε
. The minimal singular value of Ŝ2 is equal to

σ(Ŝ2) = 1√
ε
. Nevertheless, the factor Ŝ2 remains well-conditioned for small

values of ε as its condition number is given by κ(Ŝ2) = 1 + 2ε2.

Case ESR5: The factor R̂2 is equal to

R̂2 =

 √
1+ε2

√
ε

4√1+2ε2
ε2

√
ε√

1+ε2 4√1+2ε2

0
√
ε 4√1+2ε2√

1+ε2

 .
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It is easy to show that the singular values of R̂2 are both approximately equal
to ∥R̂2∥ ≈ σmin(R̂2) ≈

√
ε. The factor R̂2 remains also well-conditioned for

small values of ε. The factor Ŝ2 is given by

Ŝ2 =


√
ε 4√1+2ε2√

1+ε2

√
ε√

1+ε2 4√1+2ε2
4√1+2ε2√
ε
√
1+ε2

− ε
√
ε√

1+ε2 4√1+2ε2

0
√
1+ε2√

ε 4√1+2ε2

0 0

 .

As before, the columns of Ŝ2 are orthogonal with respect to the standard inner
product and have the same norm. Thus Ŝ2 is perfectly conditioned, κ(Ŝ2) = 1.

Case ESR2: The situation is quite different from ESR5 if we consider the
case ESR2. The elements of the factor R̂2 are given by

R̂2 =

( √
1 + ε2 ε2√

1+ε2

0 ε√
1+ε2

)
.

The singular values of R̂2 are approximately equal to ∥R̂2∥ =
√
1 + ε2 and

σmin(R̂2) = ε. The factor R̂2 is ill-conditioned. Its the condition number is

approximately equal to κ(R̂2) =
√
1+ε2

ε . The factor Ŝ2 is given by

Ŝ2 =


ε√

1+ε2
1√

1+ε2
1√

1+ε2
− ε√

1+ε2

0
√
1+ε2√

ε

0 0

 .

The factor Ŝ2 has now orthogonal columns with respect to the standard in-
ner product, but their norms are significantly different making the factor ill-
conditioned. Its minimum singular value is equal to σmin(Ŝ2) = 1 and its norm

and condition number are equal to κ(Ŝ2) = ∥Ŝ2∥ =
√
1+ε+ε2√

ε
.

6 Conclusions

In this paper we have considered the decomposition Â2m = Ŝ2mR̂2m into a ma-
trix Ŝ2m with ŜT

2mJ2mŜ2m = Ĵ2m and an upper triangular matrix R̂2m. Assum-
ing that all principal minors of even dimension of the matrix Ĉ2m = ÂT

2mJ2mÂ2m

are nonzero, we have analyzed the conditioning of the triangular factor R̂2m from
Cholesky-like factorization of Ĉ2m = R̂T

2mJ2mR̂2m. The norms of R̂2m and its
inverse R̂−1

2m can be bounded in terms of the norms of inverses of principal sub-

matrices of even dimension and the block columns of Ĉ2m, and in terms of
spectral properties of diagonal blocks R̂n,n, n = 1, . . . ,m, in the resulting trian-

gular factor R̂2m. Since there is a freedom in the choice of these blocks we have
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analyzed two choices: the choice ESR4 that minimizes the condition number
of the diagonal block R̂n,n and the choice ESR5 that minimizes the condition

number of the block Ŝn in the symplectic factor Ŝ2m at each step n = 1, . . .m.
Since the decomposition Â2m = Ŝ2mR̂2m can be seen as an orthogonalization
process with respect to a bilinear form induced by the skew-symmetric matrix
J2m, the computation of blocks Ŝn and R̂n,n in the elementary SR decomposi-

tion (ESR) can be seen as a kind of normalization. The spectral properties of Ŝn
and R̂n,n depend on the conditioning of the matrix Ûn = ŜnR̂n,n. Our analysis

indicates that if the condition numbers of Ûn are large, there can be a significant
difference in the conditioning of the resulting triangular and symplectic factors
in ESR4 and ESR5. This difference can be small in the case of well-conditioned
matrices Ûn as also indicated in one of our numerical examples.
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