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The equation

We are interested in the equation

Txx + νTxxt = g(T )tt,

where T (x, t) is the Cauchy stress at point x and time t, g(·) is
a nonlinear function, and ν > 0 is a constant.
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Example 1
An explicitly constituted material:

ON IMPLICITLY CONSTITUTED SOLIDS 3

2. Implicitly constituted materials

Vibrating lumped parameter systems. Before discussing implicit constitutive theories within
the context of continua, it is worth considering briefly the possibility of implicit equations to
describe the response of a vibrating lumped parameter system and of a mass-spring system. When
considering simple vibrating systems as represented in Figs. 1, 2 or 3, one invariably describes the
response of the spring and the dashpot by providing an expression for the forces that are developed
in the spring and the dashpot with respect to the displacement and velocity, respectively; that is,
one provides expressions for the spring force fs and the dashpot force fd as

(1) fs = g(x) and fd = h(ẋ),

where x and ẋ are the displacement and the velocity, respectively.
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Figure 1. Mass-spring and mass-dashpot systems. The figures at the top depict a

mass-spring system and a mass-dashpot system in their equilibrium positions. When applying

an external force of magnitude fext in the x-direction the mass-spring system gets into motion;

there is a spring force acting in the opposite direction to the applied external force and having

magnitude fs, pushing the spring into its equilibrium position. As the outcome of these forces,

the mass is placed at the position x(t) at time t (see the figure at the bottom left corner).

Similarly, when applying an external force of magnitude fext in the x-direction, the mass-

dashpot system gets into motion and takes up the position x(t) as a result of two forces: the

external force and the force due to friction of the fluid in the dashpot; the latter force acts in

the opposite direction to the applied external force and has magnitude fd; see the figure at the

bottom right corner.
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Figure 2. Mass-spring-dashpot system. The figure at the top depicts a mass-spring-

dashpot system in its equilibrium position. When applying an external force of magnitude fext

in the x-direction, the system takes on the position x(t) at time t as a result of the relevant

forces.

In the case of a linear spring and a linear dashpot, we prescribe

(2) fs = kx and fd = cẋ,

where k is the spring constant and c the constant for the dashpot. The balance of linear momentum
(i.e., the equation of the motion of classical particle mechanics) then has the form

(3)
d(mv)

dt
= f ,

Figure: Applying an external force puts the system in motion

We can write the constitutive specification for the spring as

fs = g(x) =⇒
(linear spring)

fs = kx, k spring constant.

One then writes the balance of linear momentum and use this
relation to get an ODE in terms of the displacement as

mẍ+ fs = fext.
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where f stands for all relevant forces acting on the particle having mass m and located at the
position x = (x, y, z), with velocity v = (ẋ, ẏ, ż). In our one-dimensional setting, (3) simplifies to
the form

(4) mẍ + fs + fd = fext,

where fext is the given external force (acting merely in the x-direction), and m is the mass of
the object. Equations (1) and (2) are essentially the constitutive specifications for the spring
and the dashpot. On inserting (1) into (4), one obtains an ordinary di↵erential equation for
the displacement x and this equation has been studied in great detail for a variety of nonlinear
functions g and h.

Recently, Rajagopal [50] has articulated the need for implicit relationships between the force
and the displacement/velocity for the spring/dashpot system. That one cannot specify a force-
displacement relation for the spring becomes obvious if the relationship is that portrayed in Fig.
3. Such a response corresponds to a spring placed in parallel with an inextensible string of fixed
length L, say, as also sketched in Fig. 3. Similarly, one cannot specify a force-velocity relation
corresponding to a Bingham-like dashpot as drawn in Fig. 4. In this case it is much more sensible
to prescribe the velocity ẋ in terms of the dashpot force fd. In general, one cannot explicitly
prescribe the appropriate kinematical quantity in terms of the force and one might only be able
to specify an implicit relations of the form

(5) g(fs, x) = 0 and g(fd, ẋ) = 0.

More general implicit relationships between the forces and kinematical quantities are possible but
we shall not discuss them here; the interested reader is referred to [50].
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Figure 3. Mass-spring-wire system. The figure at the top (left) depicts a mass-spring-

wire system in its equilibrium position. The wire of the maximal length L cannot break whatever

force is applied to it. When applying an external force of magnitude fext in the x-direction the

system gets into motion, but the extension of the spring is limited by the maximal length of the

wire. Once the maximal length of the wire is attained, no change in the mass position occurs

with increasing fext and consequently fs. The corresponding response is depicted in the figure

on the right.

Let us consider the simpler subcase of the relation (5) when the spring and dashpot are described
respectively through

(6) x = '(fs) and ẋ =  (fd).

We notice that the responses drawn in Figs. 3 and 4 cannot be described by the second equation
in (1) but can be described by the second equation in (6). However, now we cannot substitute (6)
into (4) to obtain a single equation for the displacement. One has to solve the system of equations

Figure: A mass-spring-wire system in its equilibrium
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where f stands for all relevant forces acting on the particle having mass m and located at the
position x = (x, y, z), with velocity v = (ẋ, ẏ, ż). In our one-dimensional setting, (3) simplifies to
the form

(4) mẍ + fs + fd = fext,

where fext is the given external force (acting merely in the x-direction), and m is the mass of
the object. Equations (1) and (2) are essentially the constitutive specifications for the spring
and the dashpot. On inserting (1) into (4), one obtains an ordinary di↵erential equation for
the displacement x and this equation has been studied in great detail for a variety of nonlinear
functions g and h.

Recently, Rajagopal [50] has articulated the need for implicit relationships between the force
and the displacement/velocity for the spring/dashpot system. That one cannot specify a force-
displacement relation for the spring becomes obvious if the relationship is that portrayed in Fig.
3. Such a response corresponds to a spring placed in parallel with an inextensible string of fixed
length L, say, as also sketched in Fig. 3. Similarly, one cannot specify a force-velocity relation
corresponding to a Bingham-like dashpot as drawn in Fig. 4. In this case it is much more sensible
to prescribe the velocity ẋ in terms of the dashpot force fd. In general, one cannot explicitly
prescribe the appropriate kinematical quantity in terms of the force and one might only be able
to specify an implicit relations of the form

(5) g(fs, x) = 0 and g(fd, ẋ) = 0.

More general implicit relationships between the forces and kinematical quantities are possible but
we shall not discuss them here; the interested reader is referred to [50].
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Figure 3. Mass-spring-wire system. The figure at the top (left) depicts a mass-spring-

wire system in its equilibrium position. The wire of the maximal length L cannot break whatever

force is applied to it. When applying an external force of magnitude fext in the x-direction the

system gets into motion, but the extension of the spring is limited by the maximal length of the

wire. Once the maximal length of the wire is attained, no change in the mass position occurs

with increasing fext and consequently fs. The corresponding response is depicted in the figure

on the right.

Let us consider the simpler subcase of the relation (5) when the spring and dashpot are described
respectively through

(6) x = '(fs) and ẋ =  (fd).

We notice that the responses drawn in Figs. 3 and 4 cannot be described by the second equation
in (1) but can be described by the second equation in (6). However, now we cannot substitute (6)
into (4) to obtain a single equation for the displacement. One has to solve the system of equations

Figure: Applying an external force puts the system in motion
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· The wire of maximal length L cannot break whatever force
is applied to it.

· The extension of the spring is limited to L.

· Once the maximal length L is obtained, no change in the
position occurs.

4 M. BULÍČEK, J. MÁLEK, K.R. RAJAGOPAL, AND E. SÜLI

where f stands for all relevant forces acting on the particle having mass m and located at the
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3. Such a response corresponds to a spring placed in parallel with an inextensible string of fixed
length L, say, as also sketched in Fig. 3. Similarly, one cannot specify a force-velocity relation
corresponding to a Bingham-like dashpot as drawn in Fig. 4. In this case it is much more sensible
to prescribe the velocity ẋ in terms of the dashpot force fd. In general, one cannot explicitly
prescribe the appropriate kinematical quantity in terms of the force and one might only be able
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wire system in its equilibrium position. The wire of the maximal length L cannot break whatever

force is applied to it. When applying an external force of magnitude fext in the x-direction the

system gets into motion, but the extension of the spring is limited by the maximal length of the

wire. Once the maximal length of the wire is attained, no change in the mass position occurs

with increasing fext and consequently fs. The corresponding response is depicted in the figure

on the right.

Let us consider the simpler subcase of the relation (5) when the spring and dashpot are described
respectively through

(6) x = '(fs) and ẋ =  (fd).

We notice that the responses drawn in Figs. 3 and 4 cannot be described by the second equation
in (1) but can be described by the second equation in (6). However, now we cannot substitute (6)
into (4) to obtain a single equation for the displacement. One has to solve the system of equations

In this case it is much more sensible to
prescribe an implicit relation between
the force and the displacement as

g(fs, x) = 0.



Focus of the talk

The focus of my talk is a particular subclass of elastic bodies
which are defined through implicit constitutive relations where
the linearized strain is a nonlinear function of the stress and
exhibits a limiting strain irrespective of the stress to which the
material is subject.

equivalence class of stress-configuration classes. By a representation of a hypo-elastic
material we shall mean an assignment of a set of equations (3.1) or (3.5) and a cor-
responding stress-configuration class.” In the above remarks (3.1) stands for (38).
The model (37) has been advanced by many as a possible representation for the

inelastic response exhibited by some bodies. I do not share this point of view.
The formulation as stated lacks a proper thermodynamic basis and the concept of
dissipation that is the hallmark of inelastic response is totally obscured if in fact there
is any. Also, in a model such as (37) it is not evident how the body stores energy.
Here I would like to consider an implicit theory that ensures that the body does not
dissipate during any process and in which the stored energy is not a function of just
the deformation gradient. Moreover, for this body the stress cannot be expressed in
terms of the derivative of the stored energy. Thus, the material is not hyperelastic
and I shall refer to this as implicit non-hyperelastic response.
The key difference between elasticity and implicit non-hyperelasticity as identified

in what follows is that the stored energy depends on both the stress and the defor-
mation gradient. The rate of dissipation in any process that the body undergoes has
to be zero and this can be ensured for an appropriate class of stored energy functions
as shown below.

Figure 4. Non-dissipative response wherein the stress cannot be expressed explicitly as
a function of the strain.

At first glance it might seem more than strange that we would have a response
where the stored energy depends on both the stress T and the deformation gradi-
ent F . As we shall consider a body that has a single natural configuration, i.e. the
configuration κ, we shall not use the suffix κ to denote the quantities as it will be
clear from the context. However, it is easy to see that such situations are possible.
Consider a one dimensional response as depicted in Fig. 4. The stored energy ψ for
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Notations

· Ω ⊂ Rd for d ∈ N with Lipschitz boundary

· u : Ω× [0, T ]→ Rd is the deformation of the body

· F = ∇u ∈ Rd×d is the deformation gradient

· B = FFT is the left Cauchy-Green stretch tensor

· L = ∇v is the velocity gradient, D = 1
2(L + LT ) is the

symmetric part of L

· ε(u) = 1
2(∇u +∇uT ) is the linearized strain



Derivation of the model

We are interested in class of implicit models defined through

G(T,B) = 0.

Since the body is isotropic, it has to satisfy the condition
G(QTQT ,QBQT ) = QG(T,B)QT , ∀Q ∈ SO(3), which leads to

G(T,B) = α0I + α1T + α2B + α3T
2 + α4B

2 + α5(TB + BT)

+α6(T
2B + BT2) + α7(T

2B2 + B2T2) = 0,

where αi depend on the invariants

trT, trB, trT2, trB2, trT3, tr(TB), tr(T2B), tr(TB2), tr(T2B2).



Derivation of the model

An implicit subclass is B = β0I + β1T + β2T
2, where βi depend

on trT, trT2, trT3.
Linearization gives

2ε = (β0 − 1)I + β1T + β2T
2,

which is a nonlinear relationship between the linearized strain
and the stress.
We are interested in the viscoelastic version

γB + νD = β0I + β1T + β2T
2,

where γ and ν are nonnegative constants.
Rajagopal & Saccomandi (2014) introduced this model which
explains responses of viscoelastic bodies such as Titanium and
Gum metal alloys.



Derivation of the model

Linearizing the strain we get

ε+ νεt = β0I + β1T + β2T
2,

where εt = ∂ε/∂t is the linearized counterpart of D and βi
depend on trT, trT2, trT3.
We want to consider the one-dimensional problem with more
general right-hand sides;

ε+ νεt = g(T ),

which gives the linearized strain ε = ux and the strain rate εt as
a nonlinear function of the Cauchy stress T .



Derivation of the model

In the absence of external body forces the equation of motion
leads to

utt = Tx ⇒ uttx = Txx ⇒ εtt = Txx.

On the other hand, ε+ νεt = g(T ) gives

εtt + νεttt = [g(T )]tt.

Combining these two relations, we obtain the PDE we want to
study:

Txx + ν Txxt = [g(T )]tt.



Previously studied nonlinearities

Model A: 1D version of model introduced by Kannan,
Rajagopal & Saccomandi (2014)

g(T ) = βT + α
(

1 +
γ

2
T 2
)n
T,

where α ≥ 0, β ≤ 0, γ ≥ 0 and n are constants.

Note that when n = 0, or γ = 0, one recovers the standard
constitutive equation for a linearized material.



Previously studied nonlinearities

Model B: Simplified version of a model introduced by
Rajagopal (2011)

g(T ) =
T

(1 + |T |r)1/r ,

where r > 0 is a constant.

Note that when β = 0, n = −1/2, α = 1 and γ = 2, Model A
becomes Model B with r = 2.

This model is studied in elastic setting by many authors in
different contexts, see e.g., Buĺıček, Málek, Rajagopal & Süli
(2014), Buĺıček, Málek, Rajagopal & Walton (2015), Buĺıček,
Málek & Süli (2015).



Previously studied nonlinearities

Model C: 1D version of a nonlinearity introduced by
Rajagopal (2010, 2011)

g(T ) = α

{[
1− exp

( −βT
1 + δ|T |

)]
+

γT

1 + |T |

}
,

where α, β, γ, δ are constants.

Note that when β = 0 and α = γ = 1, Model C reduces to
Model B with r = 1.



Previously studied nonlinearities

Model D: 1D version of another model introduced by
Rajagopal (2010, 2011)

g(T ) = α

(
1− 1

1 + T
1+δ|T |

)
+ β

(
1 +

1

1 + γT 2

)
T,

where α, β, γ, δ are constants.

Note that when α = 0, with appropriate choice of the remaining
parameters, one can derive Model A from this model.



Previously studied nonlinearities

Remarks:

· Models C and D have a drawback when T is compressive
and sufficiently large since they violate the assumption of
small strain due to their initial terms when stress is
negative and large.

· In a moderate stress regime all these models look as follows:

Before going further, we would like to recall the remark made
by Rajagopal in [13] about Models C and D. He says that both
Model C and Model D have a drawback when the stress is
compressive and sufficiently large. It is obvious from (2.6) and
(2.7) that the assumption of small strain will be violated due to the
initial terms in these equations when the stress is negative and
sufficiently large. Furthermore, as it was also mentioned by
Rajagopal in the same article, there are typographical errors in
Eqs. (3.12) and (3.13) of [14], where Models C and D were
introduced.

Fig. 1 shows the variation of g(T) with T in a moderate stress
regime for the above-mentioned four non-linear models with
some specifically chosen parameter values. We note that, due to
(2.2), the vertical axis in Fig. 1 measures the sum of the linearized
strain and the strain rate. Moreover, we observe that in the case of
moderate stress levels the linearized strain may remain finite for
the above models of strain-limiting viscoelasticity depending on
the parameter values.

3. Traveling wave solutions

In this section we investigate traveling wave solutions of (1.1).
Traveling waves are solutions of the form

T ¼ TðξÞ; ξ¼ x$ct; ð3:1Þ

where the wave propagation speed c is a constant to be deter-
mined below. Substitution of (3.1) into (1.1) reduces the third-
order partial differential equation to the third order ordinary
differential equation in the variable ξ given by

T
00
$νcT

000
¼ c2½gðTÞ&

00
; ð3:2Þ

where the symbol 0 stands for differentiation. For the rest of this
study, we focus on traveling wave solutions of (3.2) that corre-
spond to the heteroclinic connections between two constant
states. Obviously, TðξÞ ' constant is a trivial solution of (3.2), so
we assume that

lim
ξ-$1

TðξÞ ¼ T $
1 ; lim

ξ-þ1
TðξÞ ¼ T þ

1 ð3:3Þ

with T $
1aT þ

1 , where T $
1 and T þ

1 are constants to be specified
later. Our main problem is to find restrictions on the non-linear
function g(T), which guarantees the existence of such a traveling
wave solution, and is to discuss, from this point of view, the
constitutive functions suggested in the literature.

We now integrate (3.2) once and then use the boundary
conditions T 0ðξÞ; T

00
ðξÞ-0 as ξ-71, to eliminate the arbitrary

integration constant. A further integration of the resulting equa-
tion yields

T$νcT 0 ¼ c2gðTÞþA; ð3:4Þ

where A is an arbitrary integration constant. Boundary conditions
(3.3) then give

A¼ 1
2 T $

1þT þ
1$c2½gðT $

1ÞþgðT þ
1Þ&

! "
; ð3:5Þ

and

c2 ¼
T $
1$T þ

1

gðT $
1Þ$gðT þ

1Þ
: ð3:6Þ

Thus the squared wave speed is obtained in terms of the two
known states at infinity. Using (3.5) to eliminate A in (3.4) we get
the differential equation

T 0 ¼ f ðTÞ ð3:7Þ

where

f ðTÞ ¼
1
νc

T$
T $
1þT þ

1
2

# $
$c2 gðTÞ$

gðT $
1ÞþgðT þ

1Þ
2

% &' (
:

Of course, two obvious equilibrium points of (3.7) are T ¼ T $
1 and

T ¼ T þ
1 , that is, f ðT $

1Þ ¼ f ðT þ
1Þ ¼ 0. Integrating (3.7) we get the

implicit solution in the form

ξ$ξ0 ¼
Z T

T0

ds
f ðsÞ

; ð3:8Þ

where ξ0 is a constant and Tðξ0Þ ¼ T0.
We conclude this section with a description of a prototype

problem on which we will discuss the consequences of various
forms of the non-linear function g(T) in the next section. Recall
that a heteroclinic traveling wave propagates from one constant
state to the other if c240. Due to (3.6) this implies that a traveling
wave solution of (3.2) and (3.3) exists in one of the following two
cases:

Case ðiÞ T $
14T þ

1 and gðT $
1Þ4gðT þ

1Þ; ð3:9Þ

or

Case ðiiÞ T $
1oT þ

1 and gðT $
1ÞogðT þ

1Þ: ð3:10Þ

For the remainder of this paper, without loss of generality, we
restrict our attention to the first case for tractability reasons.
Furthermore, we assume that the two constant equilibrium states
are a normalized state of the stress and the zero reference state of
the stress; that is, we take

T $
1 ¼ 1 and T þ

1 ¼ 0: ð3:11Þ

One should recall that the stress is dimensionless. Also, even
though we restrict our attention to the case (3.11) we should be
aware that the non-linearity amplifies the values of g(T) when
jT j41 and reduces them when jT jo1, and, depending on which
range of T we are working in, the traveling wave profile for g(T) is
affected correspondingly.

We note that (3.9), (3.11) and gð0Þ ¼ 0 imply gð1Þ40. This
condition is automatically satisfied by Model B (recall that r40),
but it imposes the following restrictions on the parameters of
Models A, C and D, namely,

gð1Þ ¼ βþα 1þ
γ
2

) *n
40;

gð1Þ ¼ α 1$exp $
β

1þδ

# $% &
þ
γ
2

' (
40;

and

gð1Þ ¼
α

2þδ
þβ

2þγ
1þγ

# $n

40;

0 1 2 3 4 5
0

0.5

1

T

g

Model A
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Fig. 1. Variation of the function g(T) with moderate T values for various non-linear
models of strain-limiting viscoelasticity. The specific sets of the parameter values
are as follows: α¼ 0:5, β¼ $0:01, γ ¼ 1 and n¼ $0:5 for Model A, r¼2 for Model B,
α¼ 0:5, β¼ $0:01 and γ ¼ δ¼ 1 for Model C and α¼ 0:5, β¼ $0:01, γ ¼ δ¼ 1 and
n¼0.5 for Model D.

H.A. Erbay, Y. Şengül / International Journal of Non-Linear Mechanics 77 (2015) 61–68 63

respectively. Plugging (3.11) into (3.6) gives

c2 ¼ 1=gð1Þ ð3:12Þ

where we have used gð0Þ ¼ 0. With the use of (3.11), the differ-
ential equation (3.7) becomes

T 0 ¼
1

νcgð1Þ
gð1ÞT$gðTÞ½ &; ð3:13Þ

which is studied for various forms of g(T) in the next section. We
also note that solutions of (3.7) and (3.13) are translational
invariant. That is, if TðξÞ is a solution of (3.7) or (3.13), then so is
TðξþpÞ for any fixed constant p. Consequently, noting that Tð0Þ can
take any number in the range of values for T, we fix the traveling
wave solution by assuming that

Tð0Þ ¼ 1=2: ð3:14Þ

Two equilibrium points of (3.13) are clearly T¼1 and T¼0
(since gð0Þ ¼ 0). Eq. (3.13) may have additional equilibrium points
depending on the form of g(T). Assume that (3.13) has an
equilibrium point Tn for which gð1ÞTn ¼ gðTnÞ. The linearization
of (3.13) at this point possesses one real eigenvalue:

λ¼
gð1Þ$g0ðTnÞ

νcgð1Þ
;

which shows that Tn is an unstable equilibrium for gð1Þag0ðTnÞ,
and a stable equilibrium for gð1Þ ¼ g0ðTnÞ.

4. Applications to some non-linear models

This section discusses in detail both quadratic and cubic models
of strain-limiting viscoelastic solids and the non-linear models
presented in Section 2, within the context of Section 3.

We first remark that there is no heteroclinic traveling wave
solution when we consider an elastic solid for which ν¼ 0. This
can be easily seen from (3.7) or (3.13) by neglecting the derivative
term (i.e. the dissipation term). Then, the only solution of the
resulting algebraic equation is a constant solution but the bound-
ary conditions at infinity require two different constants, giving a
contradiction.

A similar conclusion is also valid for the linear viscoelastic
model for which we have gðTÞ ¼ g0ð0ÞT with g0ð0Þa0. In such a
case (3.7) (or (3.13)) reduces to T 0 ¼ 0 which implies that T is a
constant. Following the same line of reasoning we find that there
is no heteroclinic traveling wave solution for the strain-limiting
linear viscoelastic model.

In the remaining part of this section we focus on six particular
forms of g(T): the quadratic and cubic models, and the non-linear
models described in Section 2, namely Models A, B, C and D. Fig. 2
shows the variation of g(T) with T for linear, quadratic and cubic
models in a moderate stress regime. We observe from Fig. 2 that,
depending on the chosen parameter values, the quadratic and
cubic models exhibit qualitatively different responses and they
may give rise to negative or large positive values of g(T) with
increasing values of the stress. Obviously, the case where a positive
(tensile) stress gives rise to a negative (compressive) strain is
physically unacceptable in one-dimensional elastic or viscoelastic
medium. Additionally, for large and positive values of g(T) the
small strain assumption of strain-limiting viscoelastic solid is
violated. Therefore, we conclude that, in general, the quadratic
and cubic models may result in either physically unacceptable
strain values or strain levels that are not consistent with the
linearized strain assumption of strain-limiting theories. However,
since they are the simplest representatives of the non-linear
models, for completeness we begin our discussion by considering
general quadratic and cubic constitutive relations.

4.1. Quadratic case

For the quadratic case, we assume that the function g(T) is of
the form

gðTÞ ¼ g0ð0ÞTþ1
2 g

00ð0ÞT2: ð4:1Þ

We first consider the traveling wave problem with the boundary
conditions (3.3) and then specify them to be as in (3.11). Substitu-
tion of (4.1) into (3.6) gives

c2 ¼ g0ð0Þþ1
2 g

00ð0ÞðT $
1þT þ

1Þ
! "$1

:

The restriction c240 requires that one of the following two cases
must hold:

g00ð0Þ4
$2g0ð0Þ
T $
1þT þ

1
and T $

1þT þ
140;

or

g00ð0Þo $2g0ð0Þ
T $
1þT þ

1
and T $

1þT þ
1o0:

With the use of (4.1) in (3.7), the differential equation we need to
solve becomes the Riccati differential equation

T 0 ¼ a2T
2þa1Tþa0; ð4:2Þ

where a0, a1 and a2 are constants defined by

a2 ¼ $
cg00ð0Þ
2ν

; a1 ¼
1$c2g0ð0Þ

νc
; a0 ¼ $

1
2

T þ
1þT $

1
# $

ð1$θÞ

with

θ¼
g0ð0Þþ

1
2
g00ð0Þ

ðT $
1Þ2þðT þ

1Þ2

T þ
1þT $

1

g0ð0Þþ
1
2
g00ð0ÞðT $

1þT þ
1Þ

:

We observe that, when T $
1 ¼ 0 or T þ

1 ¼ 0, the coefficient a0
vanishes and (4.2) reduces to the Bernoulli differential equation.
This makes it possible to find explicit solutions.

We now turn to the case of (3.11) in which the wave propaga-
tion speed and the constants a0, a1 and a2 reduce to

c2 ¼ g0ð0Þþ1
2 g

00ð0Þ
! "$1

40;

and

a2 ¼ $
g00ð0Þc
2ν

; a1 ¼ $a2; a0 ¼ 0; ð4:3Þ
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Cubic

T
Fig. 2. Variation of the function g(T) with moderate T values for the linear,
quadratic and cubic models of strain-limiting viscoelasticity. The specific sets of
the parameter values are as follows: g0ð0Þ ¼ 1 for the linear model, g0ð0Þ ¼ 1 and
g00ð0Þ ¼ $0:6 for the quadratic model, and g0ð0Þ ¼ 1, g00ð0Þ ¼ $1 and g000ð0Þ ¼ 0:5 for
the cubic model.
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Traveling wave solutions

We look for traveling wave solutions of the PDE we derived
with g(T ) as in Models A, B, C and D, as well as quadratic and
cubic nonlinearities:

Txx + ν Txxt = [g(T )]tt where T = T (ξ) with ξ = x− c t.

(c is the constant wave propagation speed)
The equation becomes

T
′′ − ν c T ′′′

= c2 [g(T )]
′′
.



Traveling wave solutions

Setting
lim

ξ→−∞
T (ξ) = T−∞, lim

ξ→+∞
T (ξ) = T+

∞,

integrating and using T
′
(ξ), T

′′
(ξ)→ 0 as ξ → ∓∞ we get

T
′

= f(T ) with

f(T ) =
1

ν

{(
T − T−∞ + T+

∞
2

)
− c2

(
g(T )− g(T−∞) + g(T+

∞)

2

)}
.

Two obvious equilibrium points are T = T−∞ and T = T+
∞.

Integrating, one get an implicit solution of the form

ξ − ξ0 =

∫ T

T0

ds

f(s)

with T (ξ0) = T0.



Traveling wave solutions

We also find

c2 =
T−∞ − T+

∞
g(T−∞)− g(T+

∞)
.

Therefore we have two possible cases:

(i) T−∞ > T+
∞ and g(T−∞) > g(T+

∞).

(ii) T−∞ < T+
∞ and g(T−∞) < g(T+

∞).

Without loss of generality, we look at case (i) and take T−∞ = 1
and T+

∞ = 0 to get

T
′

=
1

νcg(1)
(g(1)T − g(T )).

We will take T (0) = 1/2.



Traveling wave solutions

Remarks:

· There is no heteroclinic traveling wave solution when we
consider an elastic solid, i.e. ν = 0.

· There is no heteroclinic traveling wave solution for the
linear viscoelastic model where g(T ) = g′(0)T with
g′(0) 6= 0.



Traveling wave solutions

Quadratic case: We let g(T ) = g′(0)T + 1
2g
′′(0)T 2.

In this case we obtain the explicit solution

T (ξ) = (1 + ea2ξ)−1

where a2 = −g′′(0)c
2ν .

· We need a2 > 0, hence traveling wave solution exists if
g′′(0) < 0 and c > 0 (right-going wave) or g′′(0) > 0 and
c < 0 (left-going wave).

· No solution if a2 < 0, or g′′(0) and c have the same sign.

· Traveling wave solution becomes smaller as c increases.

· No shock waves.



Traveling wave solutions

respectively. Consequently, (4.2) takes the form

T 0 ¼ a2Tð1#TÞ; ð4:4Þ

which admits the only two equilibrium solutions T¼0 and T¼1.
Using (3.8) we find that, under the condition (3.14), the explicit
solution of (4.4) is found as

TðξÞ ¼ 1þexpða2ξÞ
! "#1

: ð4:5Þ

The important point to note here is that (4.5) satisfies the
conditions defined by (3.3) and (3.11) if a240. Combining this
with (4.3) implies that the traveling wave solution exists if
g00ð0Þo0 and c40 or if g00ð0Þ40 and co0. In other words, the
heteroclinic wave solution is a right-going traveling wave if
g00ð0Þo0 and a left-going wave if g00ð0Þ40. On the other hand,
there is no heteroclinic traveling wave solution for the quadratic
model if a2o0, that is, if g00ð0Þ and c have the same sign. Fig. 3
shows the variation of the analytical solution given in (4.5) with ξ
for three different values (corresponding to small, moderate and
large values) of the viscosity parameter ν, as well as the profile for
the sum of the linearized strain and the strain rate. We observe
from Fig. 3 that, as it is expected, the traveling wave profiles
become smoother as the viscosity increases. We also deduce from
Fig. 3(b) that the profile for g(T) is strongly distorted, in fact its
values are reduced, due to the non-linear dependence. Of course,
this distortion can be intensified by choosing the values of the
parameter g0ð0Þ appearing in the constitutive relation properly.
Furthermore, by choosing this parameter sufficiently small one
could stay in the regime where the linearized strain assumption
is valid.

We close this part by examining the possibility of a shock wave
(a traveling discontinuity). Differentiating the explicit solution TðξÞ

given by (4.5), we get

T 0ðξÞ ¼ #
a2 expða2ξÞ
1þexpða2ξÞ
! "2: ð4:6Þ

The effective width of the traveling wave is defined as
d¼ ðT #

1#T þ
1Þ=maxjT 0ðξÞj . Using (3.11) we conclude from (4.5)

that the effective width of the heteroclinic traveling wave is
d¼ 4=ja2 j for the quadratic model. From (4.3), it follows that
d¼ 8ν=jg00ð0Þcj . Since the width d is proportional to the viscosity
parameter ν, it is natural to expect that the wave profile becomes
smoother as ν increases. Furthermore, since the denominator of
T 0ðξÞ in (4.6) is never zero, we conclude that a shock wave does
not form.

4.2. Cubic case

In this case we assume that

gðTÞ ¼ g0ð0ÞTþ
1
2
g00ð0ÞT2þ

1
6
g

000
ð0ÞT3: ð4:7Þ

Substitution of (4.7) into (3.7) yields

T 0 ¼
1
νc

T#
T þ
1þT #

1
2

# $
#c2 g0ð0ÞTþ

1
2
g00ð0ÞT2þ

1
6
g

000
ð0ÞT3#

gðT þ
1ÞþgðT #

1Þ
2

% &' (
:

ð4:8Þ

We again consider the case defined by (3.11). So it follows from
(3.12) that

c2 ¼ g0ð0Þþ
1
2
g00ð0Þþ

1
6
g

000
ð0Þ

% &#1

40:

Using (3.11) in (4.8) (or using (4.7) in (3.13)) we obtain the
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Fig. 3. Variation of (a) TðξÞ, and (b) gðTðξÞÞ of the quadratically non-linear model with ξ for three different values of ν (where g0ð0Þ ¼ 1 and g00ð0Þ ¼ #0:6).
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correspond to three different values: g00ð0Þ ¼ 0;0:25;0:75 (or equivalently b¼ 1;2:5;5:5). (a) Stress (b) Strain.

H.A. Erbay, Y. Şengül / International Journal of Non-Linear Mechanics 77 (2015) 61–68 65

Figure: Variation of (a) T and (b) g(T ) of the quadratically
nonlinear model



Traveling wave solutions

Cubic case: We let g(T ) = g′(0)T + 1
2g
′′(0)T 2 + 1

6g
′′′(0)T 3.

In this case we obtain the implicit solution

T 1+b

(1− T )b(T + b)
=

1

1 + 2b
eb(1+b)aξ,

where a = −g′′′(0)c
6ν and b = 1 + 3 g′′(0)

g′′′(0) .

· When b (or equivalently g′′′(0)) increases, traveling wave
solution becomes smoother.

· When g′′(0) = 0 we obtain the explicit solution

T (ξ) =
eaξ

(3 + e2aξ)1/2
.

· Traveling wave solution exists if a < 0 or equivalently if
g′′′(0) and c have the same sign.



Traveling wave solutions

respectively. Consequently, (4.2) takes the form

T 0 ¼ a2Tð1#TÞ; ð4:4Þ

which admits the only two equilibrium solutions T¼0 and T¼1.
Using (3.8) we find that, under the condition (3.14), the explicit
solution of (4.4) is found as

TðξÞ ¼ 1þexpða2ξÞ
! "#1

: ð4:5Þ

The important point to note here is that (4.5) satisfies the
conditions defined by (3.3) and (3.11) if a240. Combining this
with (4.3) implies that the traveling wave solution exists if
g00ð0Þo0 and c40 or if g00ð0Þ40 and co0. In other words, the
heteroclinic wave solution is a right-going traveling wave if
g00ð0Þo0 and a left-going wave if g00ð0Þ40. On the other hand,
there is no heteroclinic traveling wave solution for the quadratic
model if a2o0, that is, if g00ð0Þ and c have the same sign. Fig. 3
shows the variation of the analytical solution given in (4.5) with ξ
for three different values (corresponding to small, moderate and
large values) of the viscosity parameter ν, as well as the profile for
the sum of the linearized strain and the strain rate. We observe
from Fig. 3 that, as it is expected, the traveling wave profiles
become smoother as the viscosity increases. We also deduce from
Fig. 3(b) that the profile for g(T) is strongly distorted, in fact its
values are reduced, due to the non-linear dependence. Of course,
this distortion can be intensified by choosing the values of the
parameter g0ð0Þ appearing in the constitutive relation properly.
Furthermore, by choosing this parameter sufficiently small one
could stay in the regime where the linearized strain assumption
is valid.

We close this part by examining the possibility of a shock wave
(a traveling discontinuity). Differentiating the explicit solution TðξÞ

given by (4.5), we get

T 0ðξÞ ¼ #
a2 expða2ξÞ
1þexpða2ξÞ
! "2: ð4:6Þ

The effective width of the traveling wave is defined as
d¼ ðT #

1#T þ
1Þ=maxjT 0ðξÞj . Using (3.11) we conclude from (4.5)

that the effective width of the heteroclinic traveling wave is
d¼ 4=ja2 j for the quadratic model. From (4.3), it follows that
d¼ 8ν=jg00ð0Þcj . Since the width d is proportional to the viscosity
parameter ν, it is natural to expect that the wave profile becomes
smoother as ν increases. Furthermore, since the denominator of
T 0ðξÞ in (4.6) is never zero, we conclude that a shock wave does
not form.

4.2. Cubic case

In this case we assume that

gðTÞ ¼ g0ð0ÞTþ
1
2
g00ð0ÞT2þ

1
6
g

000
ð0ÞT3: ð4:7Þ

Substitution of (4.7) into (3.7) yields

T 0 ¼
1
νc

T#
T þ
1þT #

1
2

# $
#c2 g0ð0ÞTþ

1
2
g00ð0ÞT2þ

1
6
g

000
ð0ÞT3#

gðT þ
1ÞþgðT #

1Þ
2

% &' (
:

ð4:8Þ

We again consider the case defined by (3.11). So it follows from
(3.12) that

c2 ¼ g0ð0Þþ
1
2
g00ð0Þþ

1
6
g

000
ð0Þ

% &#1

40:

Using (3.11) in (4.8) (or using (4.7) in (3.13)) we obtain the
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Fig. 3. Variation of (a) TðξÞ, and (b) gðTðξÞÞ of the quadratically non-linear model with ξ for three different values of ν (where g0ð0Þ ¼ 1 and g00ð0Þ ¼ #0:6).
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Figure: Variation of (a) T and (b) g(T ) of the cubically nonlinear
model



Traveling wave solutions

Case of Model A: When n = 1 we obtain the explicit solution
we obtained in the cubic case with a replaced by

αγ

[α(1 + γ) + β]νc
.



Traveling wave solutions

Case of Model B: When r = 2 we obtain the solution
implicitly as

H(T ) = H(1/2)eξ/νc,

where H(s) = (1−s2)2
s(3+s2+23/2(1+s2))

(
(1+s2)1/2+1

s

)21/2
.

· Note that H(∓1) = 0, H(1/2) > 0 and H(s)→∞ as
s→ 0+.

· If c > 0 we have T → 0+ as ξ → +∞, and T → ∓1 as
ξ → −∞, which are incompatible with the conditions we
chose.

· Traveling wave solution exists if a < 0 or equivalently if
g′′′(0) and c have the same sign.



Traveling wave solutions

differential equation

T 0 ¼ aTð1#TÞðTþbÞ; ð4:9Þ

where the constants a and b are given by

a¼ #
cg000 ð0Þ
6ν

and b¼ 1þ3
g00ð0Þ
g000 ð0Þ

: ð4:10Þ

It is worth pointing out that (4.9) admits three equilibrium
solutions: T¼0, T¼1 and T ¼ #b. Solving the differential equation
(4.9) with (3.14) gives the closed-form solution

T1þb

ð1#TÞbðTþbÞ
¼

1
1þ2b

expðbð1þbÞaξÞ:

Fig. 4 presents the variation of TðξÞ and gðTðξÞÞ with ξ for three
different values of g00ð0Þ, namely, g00ð0Þ ¼ 0;0:25;0:75; when
ν¼ 0:5, gð0Þ ¼ 1 and g000 ð0Þ ¼ 0:5. Note the different scales for the
vertical axes of Fig. 4a and b. We observe that the profiles for the
stress and the strain become smoother as g00ð0Þ (or equivalently b)
increases. Similar to the quadratic case the profile for g(T) is
distorted due to the non-linearity. Also, as it is expected from
the behaviour of the cubic non-linearity in Fig. 2, the values of T
are amplified in Fig. 4(b). Furthermore, we note that, when
g00ð0Þ ¼ 0 (or equivalently b¼1), it is possible to obtain an explicit
solution from the implicit one as

TðξÞ ¼
expðaξÞ

ð3þexpð2aξÞÞ1=2
: ð4:11Þ

The crucial fact is that the conditions given by (3.3) impose a
restriction on the constant a, which is the condition ao0. This
implies that, for the special cubic model, the traveling wave
solution exists if ao0, or equivalently, if g000 ð0Þ and c have the
same sign. The variation of the analytical solution given in (4.11)
with ξ for three different values of the viscosity parameter ν
produces a figure, which is very similar to Fig. 3 and shows that
the same conclusions are also valid for the present case, and
therefore we do not reproduce it here.

4.3. Case of Model A

We now take (2.4) to define the constitutive relation for our
strain-limiting viscoelastic solid through (2.2). Of course, if n¼0,
(2.4) gives the linear model of strain-limiting viscoelasticity, for
which we have already mentioned that there is no heteroclinic
traveling wave. In general, depending on the values of the
parameters appearing in (2.4) the function g(T) exhibits very
different patterns of behaviour. As stated before, when β¼ 0,
n¼ #1=2, α¼ 1 and γ ¼ 2, Model A becomes equivalent to Model
B with r¼2 and the implicit solution corresponding to this special
case is given in the next subsection. In this subsection we restrict
our attention to the case n¼1, which allows us to find an explicit

solution for the corresponding differential equation. Substituting
(2.4) with n¼1 into (3.13) yields

T 0 ¼ κTð1#T2Þ; ð4:12Þ

where

κ ¼
αγ

½αð1þγÞþβ'νc
: ð4:13Þ

It is clear that (4.12) is a special case of (4.9), with b¼1 and a¼ κ.
Therefore, if we replace a in (4.11) by κ we get the explicit solution
corresponding to (2.4) with n¼1. Additionally, we conclude that
the traveling wave solution exists if κo0, or equivalently if
c½αð1þγÞþβ'o0 (recall that ν40;αZ0; γZ0). Since the travel-
ing wave solution is a special case of (4.11), we can draw the same
conclusions by saying that the traveling wave profiles become
smoother as the viscosity increases as well as the wave profile for g
(T) is distorted due to the non-linearity.

4.4. Case of Model B

Here we take (2.5) as g(T) in (2.2). Note that combining (2.5)
with (3.12) gives c2 ¼ 21=r . If we substitute (2.5) into (3.13), we get
the differential equation that we need to solve as

T 0 ¼
T
νc

1#
21=r

ð1þ jT j rÞ1=r

 !

: ð4:14Þ

In the case of r¼2, we find an analytical solution of (4.14). Using
(3.8) and (3.14) we obtain the solution implicitly as

HðTÞ ¼Hð1=2Þ expðξ=νcÞ; ð4:15Þ

where the function H(s) is defined as

HðsÞ ¼
ð1#s2Þ2

s½3þs2þ23=2ð1þs2Þ'

 !
ð1þs2Þ1=2þ1

s

 !21=2

:

Note that some basic properties of H(s) are as follows:

Hð81Þ ¼ 0; Hð1=2Þ40;

and

HðsÞ-1 as s-0þ :

By combining these properties and (4.15), we deduce the following
two sets of results, depending on the sign of c. If c40, we get

T-0þ as ξ-þ1 and T-81 as ξ-#1:

Similarly, if co0, we get

T-81 as ξ-þ1 and T-0þ as ξ-#1:

We restrict our attention to the case c40 since the corresponding
conditions are compatible with (3.3) and (3.11).
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Fig. 5. Variation of (a) TðξÞ, and (b) gðTðξÞÞ of Model B with ξ for three different values of ν (r¼2). (a) Stress (b) Strain.
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Figure: Variation of (a) T and (b) g(T ) of Model B



Traveling wave solutions

· For Models C and D, we obtain highly nonlinear equations
for which analytical solutions are not available.

· We find kink-type traveling wave solutions numerically.

· The profiles for stress T are in good agreement with those
derived from analytical solutions belonging to previous
models.

· However, the profiles for the strain are significantly
different.



Traveling wave solutions

Fig. 5 shows the graph of the implicit solution for a specific set
of parameter values and for three different values of the viscosity
parameter ν, and also the profile of the strain. From Fig. 5, we can
see that the traveling wave profile becomes smoother as the
viscosity increases, and the profile for g(T) is distorted due to the
non-linearity as in the previous models.

4.5. Case of Model C

We obtain the differential equation we need to solve by
substituting (2.6) into (3.13). However, since the resulting equation
is highly non-linear and an analytical solution is not available, we
focus on the numerical solution instead. To this end we use
MATLAB function ode45 to solve the differential equation, which
is the standard solver of MATLAB for ordinary differential equa-
tions. Omitting the details of the numerical calculations, we show
in Fig. 6 the numerical solutions for three different values of the
viscosity parameter ν.

4.6. Case of Model D

When we substitute (2.7) into (3.13) we again get a highly non-
linear differential equation for which an analytical solution is not
possible to find. For this reason, it is convenient to solve it
numerically using MATLAB function ode45 just as above. In
Fig. 7 we plot the numerical solutions for three different values
of the viscosity parameter ν.

Both Figs. 6 and 7 clearly show that Models C and D have kink-
type traveling wave solutions and that the wave profiles obtained
numerically for the stress are in qualitatively good agreement with
those derived from the analytical solutions belonging to the
previous models. We note that the wave profiles for the strain

are significantly different from those of the previous models. The
remarks made for those models regarding the smoothness and
distortion of the profiles are also valid in both cases. We also
observe that the reduction of the values of g(T) in Model D is
significantly stronger than that of Model C.
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Figure: Variation of (a) T and (b) g(T ) of Model C

Fig. 5 shows the graph of the implicit solution for a specific set
of parameter values and for three different values of the viscosity
parameter ν, and also the profile of the strain. From Fig. 5, we can
see that the traveling wave profile becomes smoother as the
viscosity increases, and the profile for g(T) is distorted due to the
non-linearity as in the previous models.

4.5. Case of Model C

We obtain the differential equation we need to solve by
substituting (2.6) into (3.13). However, since the resulting equation
is highly non-linear and an analytical solution is not available, we
focus on the numerical solution instead. To this end we use
MATLAB function ode45 to solve the differential equation, which
is the standard solver of MATLAB for ordinary differential equa-
tions. Omitting the details of the numerical calculations, we show
in Fig. 6 the numerical solutions for three different values of the
viscosity parameter ν.

4.6. Case of Model D

When we substitute (2.7) into (3.13) we again get a highly non-
linear differential equation for which an analytical solution is not
possible to find. For this reason, it is convenient to solve it
numerically using MATLAB function ode45 just as above. In
Fig. 7 we plot the numerical solutions for three different values
of the viscosity parameter ν.

Both Figs. 6 and 7 clearly show that Models C and D have kink-
type traveling wave solutions and that the wave profiles obtained
numerically for the stress are in qualitatively good agreement with
those derived from the analytical solutions belonging to the
previous models. We note that the wave profiles for the strain

are significantly different from those of the previous models. The
remarks made for those models regarding the smoothness and
distortion of the profiles are also valid in both cases. We also
observe that the reduction of the values of g(T) in Model D is
significantly stronger than that of Model C.
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Figure: Variation of (a) T and (b) g(T ) of Model D



Further analysis of the PDE

We study the initial-boundary value problem for the PDE

Txx + ν Txxt = [g(T )]tt,

with the following initial and boundary conditions:

T (x, 0) = T0(x), Tt(x, 0) = T1(x).

T (0, t) = T (1, t) = 0.

· This model is different from classical viscoelastic models
since the inertia term is nonlinear.

· The unknown is the stress T instead of the deformation u
unlike classical models.
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