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Abstract. We prove that there exists a large-data and global-in-time weak
solution to a system of partial differential equations describing an unsteady

flow of an incompressible heat-conducting rate-type viscoelastic stress-diffusive

fluid filling up a mechanically and thermally isolated container of any dimen-
sion. To get around the notorious ill-posedness of the diffusive Oldroyd-B

model in 3D, we assume that the fluid admits a strengthened dissipation mech-

anism, at least for excessive elastic deformations. All the relevant material
coefficients are allowed to depend continuously on the temperature, whose

evolution is captured by a thermodynamically consistent equation. In fact,

the studied model is derived from scratch using only the balance equations
and thermodynamical laws. The only real simplification of the model, apart

from the incompressibility, homogeneity and isotropicity of the fluid, is that we
assume a linear relation between the temperature and the internal energy. The

concept of our weak solution is considerably general as the thermal evolution

of the system is governed only by the entropy inequality and the global conser-
vation of energy. Still, this is sufficient for the weak-strong compatibility of our

solution and we also specify additional conditions on the material coefficients

under which the balances of the total and internal energy hold locally.

1. Introduction

Mathematical formulation of the problem. Let Ω ⊂ Rd be an open bounded
domain with a Lipschitz boundary ∂Ω and its outward unit normal vector denoted
by n. We also denote by xτ := x−(x ·n)x the tangential part of the vector x ∈ Rd.
Let (0, T ), T > 0, be an arbitrarily large time interval and set Q := (0, T )× Ω. In
this work we develop an existence theory for the following initial-boundary value
problem in Q, with arbitrarily large data f : Q → Rd, v0 : Ω → Rd, B0 : Ω →
Rd×dsym positive definite and θ0 : Ω → (0,∞). Let a ∈ R, α ≥ 0, µ, cv > 0 and
suppose that ν, λ, κ : (0,∞) → (0,∞) are continuous functions. Furthermore, let
P : (0,∞)× Rd×dsym → Rd×dsym be continuous. The symmetric and antisymmetric part

of a gradient (∇u)ij = ∂jui of a function u : Rd → Rd are denoted by Du and Wu,
respectively, so that ∇u = Du+Wu with (Du)T = Du and (Wu)T = −Wu. Then,
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Science foundation (GAČR). Josef Málek acknowledges the support of the project No. 18-12719S

financed by the Czech Science foundation (GAČR). Miroslav Buĺıček and Josef Málek are members
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the goal is to find functions v : Q → Rd, p, θ, e, E, η : Q → R, B : Q → Rd×dsym

fulfilling the (physical) restrictions

θ > 0, (1.1)

Bx · x > 0 for all x ∈ Rd \ {0}, (1.2)

e = cvθ, (1.3)

E = 1
2 |v|

2 + e, (1.4)

η = cv ln θ − µ(trB− d− ln detB), (1.5)

ξ =
2ν(θ)

θ
|Dv|2 + κ(θ)|∇ ln θ|2 + µP (θ,B) · (I−B−1) + µλ(θ)|B− 1

2∇BB− 1
2 |2,

(1.6)

and solving (in some suitable sense) the system

div v = 0, (1.7)

∂tv + v · ∇v − div(2ν(θ)Dv) +∇p = 2aµdiv(θB) + f , (1.8)

∂tB + v · ∇B + P (θ,B)− div(λ(θ)∇B) = WvB− BWv + a(DvB + BDv), (1.9)

∂te+ v · ∇e− div(κ(θ)∇θ) = 2ν(θ)|Dv|2 + 2aµθB · Dv, (1.10)

∂tE + v · ∇E − div(κ(θ)∇θ)
= div(−(p + 2aµθ)v + 2ν(θ)(Dv)v + 2aµθBv) + f · v,

(1.11)

∂tη + v · ∇η − div(κ(θ)∇ ln θ) + div(µλ(θ)∇(trB− d− ln detB)) = ξ (1.12)

in Q with the boundary conditions

v · n = 0, (2ν(θ)(Dv)n + 2aµθBn + αv)τ = 0, (1.13)

n · ∇B = 0, (1.14)

n · ∇θ = 0 (1.15)

on (0, T )× ∂Ω and with the initial conditions

v(0) = v0, B(0) = B0, θ(0) = θ0 (1.16)

in Ω.
The first two equations (1.7) and (1.8) form the incompressible Navier-Stokes sys-

tem for the unknowns v and p, however, with an additional forcing term 2aµdiv(θB)
introducing two other unknowns θ and B. Since the dependence of the material
parameters (namely the fluid’s viscosity) on the pressure p is neglected, we simplify
the analysis by eliminating the pressure from the system completely, taking the
Leray projection of (1.8) and searching for v in divergence-free function spaces. If
needed (for example if we want to preserve the equation (1.11)), the pressure can
be reconstructed at the last step. Then, it is known (cf. [10]) that the Navier-slip
boundary condition (1.13) allows us to prove that p is an integrable function if the
boundary of Ω is smooth enough.

The evolution of B is governed by (1.9), which is a generalized Johnson-Segalman
model (see [23]) with a stress diffusion (cf. [38] and references therein). If a 6= 0,
the analysis of the problem becomes difficult as it is unclear whether the terms of
the type B∇v are summable, using the known apriori estimates. This is essentially
the reason, why we formulate (1.9) with a general function P : the strategy is that
if P (·,B) grows sufficiently fast as |B| → ∞, then B admits enough integrability to
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define the right hand side of (1.9). Moreover, as the form of P can be attributed
to the dissipation mechanism of the fluid, restrictions its asymptotic growth should
not be seen as a significant physical drawback of our model. One of the main
features of our analysis is that this way, we are able to treat (1.9) with any a ∈ R.

Due to (1.3), the balance of internal energy (1.10) is also the temperature equa-
tion. Note the appearance of the term 2aµθB ·Dv on the right hand side of (1.10).
In a sense, this is the most difficult term to control in the whole system (1.7)–(1.12)
and it is also the term which is sometimes omitted in some “naive” approaches to
thermoviscoelasticity that are pointed out in [22, Section 3]. The equations (1.11)
and (1.12) govern the evolution of two other unknowns E and η, respectively. Since
these quantities together with θ are mutually connected by simple algebraic re-
lations (1.3), (1.4) and (1.5), the equations (1.10)–(1.12) are interchangeable and
each of them alone can be used to model temperature evolution. To see this, note
that (1.5) and (1.6) imply

∂tE = v · ∂tv + ∂te (1.17)

∂tη = cvθ
−1∂tθ − µ(I− B−1) · ∂tB, (1.18)

where we used the classical identities for Fréchet derivatives

∂B trB = I and ∂B ln detB = B−1. (1.19)

Using these, one can verify that (1.10)–(1.12) are equivalent.
On the level of generalized solutions, however, we may not be allowed a priori

to make the operations depicted by (1.17) and (1.18) due to insufficient regularity
of some terms in (1.10) or (1.11), and thus the relation between (1.10), (1.11) and
(1.12) becomes less clear. Based on the available1 a priori estimates, it turns out
that in a certain sense, we have

“(1.10)⇒ (1.11)⇒ (1.12)”,

but not the other way around. For this reason, we choose to model the evolution of
temperature by (1.12) as it leads to the least restrictive assumptions on the material
coefficients, while still providing a physically sound notion of generalized solution
that is consistent with the classical one, as we show below. Let us remark that
the idea of replacing the temperature equation/balance of internal energy/balance
of total energy by the balance of entropy is not new and it was applied (although
rather implicitly), e.g., in [16], [18] or [17] for different fluid models. See also [8]
for similar ideas in context of certain mixtures. Next, we must explain two more
nuances leading to the appropriate notion of generalized solution to (1.7)–(1.12).

First, we require that the balance of entropy (1.12) is satisfied only in the form
of the inequality

∂tη + v · ∇η − div(κ(θ)∇ ln θ) + div(µλ(θ)∇(trB− d− ln detB)) ≥ ξ (1.20)

simply because we are unable to prove equality. This relaxation can be interpreted
in a way that the fluid might produce additional entropy through mechanisms that
are unseen in our model. Similarly, in those cases where it makes sense to consider
the balance of internal energy (1.10), we shall replace it by the inequality

∂te+ v · ∇e− div(κ(θ)∇θ) ≥ 2ν(θ)|Dv|2 + 2aµθB · Dv. (1.21)

1Those which we are able to prove.



4 M. BATHORY, M. BULÍČEK, AND J. MÁLEK

Second, any weak solution for which (1.20) holds, but (1.11) does not make
sense, might violate the conservation of total energy and thus become unphysical.
Fortunately, we are always able to prove at least that the global conservation of
total energy (in a rather strong form, see (1.25) below) and hence, this condition is
enforced in our notion of generalized solution.

Weak solution. Summarizing the above, we will call the tuple (v,B, θ, e, E, η)
a weak solution of the system (1.1)–(1.9), (1.12)–(1.16) if the constraints (1.1)–
(1.7) are fulfilled almost everywhere in Q, the relations

∂tv + v · ∇v − div(2ν(θ)Dv) +∇p = 2aµdiv(θB) + f , (1.22)

∂tB + v · ∇B + P (θ,B)− div(λ(θ)∇B) = WvB− BWv + a(DvB + BDv), (1.23)

∂tη + v · ∇η − div(κ(θ)∇ ln θ) + div(µλ(θ)∇(trB− d− ln detB)) ≥ ξ, (1.24)

d

dt

∫
Ω

E =

∫
Ω

f · v (1.25)

hold in a distributional sense with the boundary conditions (1.13)–(1.15) and with
initial conditions (1.16) satisfied in a limit sense. In Definition 1 below, we specify
precisely in which distributional sense we understand (1.22)–(1.25) and also we
state what regularity we expect from a solution.

All in all, even though we notably drifted away from the classical formulation of
the problem (1.7)–(1.12), we can still guarantee that our weak solution will fulfil the
basic physical principles such as the total energy conservation and the second law
of thermodynamics. Moreover, we have compatibility in the sense that if a weak
solution is smooth, then it is in fact a classical solution. Indeed, we can revert the
operation (1.18) to derive (1.21) from (1.24) and (1.23). On the other hand, we can
multiply (1.22) by v, integrate over Ω and subtract the result from (1.25), which
yields, after application of boundary conditions (1.13), (1.15) and (1.3) that∫

Ω

(∂te+ v · ∇e− div(κ(θ)∇θ)) =

∫
Ω

(2ν(θ)|Dv|2 + 2aµθB · Dv).

Comparing this with (1.21), we deduce (1.10). Consequently, we also get (1.12),
(1.11) and thus all of the equations (1.7)–(1.12) are verified.

Our main result can be informally stated as follows.

Main result. Under certain restrictions on the asymptotic growth of material
coefficients, there exists a global-in-time weak solution of the system (1.1)–(1.9),
(1.12)–(1.16) for any initial datum with finite total energy and entropy.

For the precise formulation we refer to Theorem 1 below. There we also specify
additional restrictions that are sufficient for validity of (1.11) and (1.21).

State of the art. Regarding the existence analysis of a viscoelastic fluid model
including the full temperature evolution, there is an upcoming study [5]. There
the authors show global and large-data existence of a weak solution to a rate-type
incompressible viscoelastic fluid model with stress diffusion under the simplifying
assumption that B = bI. This assumption leads to annihilation of irregular terms
coming from the objective derivative and it also simplifies the momentum equation,
where the coupling to the rest of the system is realized only via temperature and
elastic stress dependent viscosity. Other than that, to the author’s best knowl-
edge, there is no existence theory in a setting that would be of similar generality
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as considered here. Thus, for the first time, we provide an existence analysis for
a viscoelastic fluid model with a full thermal evolution and taking into account all
components of the extra stress tensor. Moreover, the equation for the tempera-
ture we consider is derived from fundamental thermodynamical laws (similarly as
in [5], [22], [32]) and consequently, the heating originates from both the viscous
and elastic forces. Also, we would like to point out that we allow the most of the
material coefficients of the model to depend on temperature. Although we place
some restrictions on the growth of these coefficients, these are only asymptotic and
therefore unimportant from the point of view of physical applications. Furthermore,
the model considered here has the property that the evolution of the temperature
can not be decoupled from the rest of the model even in the case of constant material
coefficients.

Even if we confine to a much simpler class of isothermal viscoelastic models,
the existence theory there is far from being complete. Although there are several
relevant global-in-time existence results for large data, in most cases, they are re-
stricted in an essential way. For example, in [26] the authors provide an existence
theory for a model with the corrotational Jaumann-Zaremba derivative (the case
a = 0). This case is much easier than for the other choices of a since the corro-
tational part drops out upon multiplication by any matrix that commutes with B.
Moreover, it seems that the physically preferred case is a = 1, which corresponds
to the upper convected (Oldroyd) derivative (see [31], [34], [35], [40] or [41]). Then,
the follow-up of this work is [36], where the author claims to prove existence of
a weak solution to FENE-P, Giesekus and PTT viscoelastic models. However, in
these works it is only shown that certain defect measures of the non-linear terms are
compact. Furthermore, in the scalar case, that is if B = bI, we refer to [9] (and [6],
[28] in the compressible case) for an analysis of such models. In the two-dimensional
case, existence and regularity results can be found in [13]. An existence theory for
related viscoelastic models (Peterlin class) was developed, e.g., in [29]. However,
for these models, the energy storage mechanism depends only on the spherical part
of the extra stress, which is a major simplification compared to our case. A no-
table exception is the thesis [24], where the author obtains a global weak solution
to an Oldroyd-like diffusive model under certain growth assumptions on the ma-
terial coefficients. Furthermore, there are existence results for viscoelastic models
involving various approximations that improve properties of the system, see e.g. [2]
or [25]. Next, the article [4] contains the existence theory for viscoelastic diffusive
Oldroyd-B or Giesekus models. This result, however, relies on a certain physical
correction of the energy storage mechanism away from the stress-free state and thus
improving the a priori estimates of the system. Moreover, various modifications of
the classical Oldroyd-B model are discussed in [11]. There are also existence results
that are of local nature or for small (initial) data. Local-in-time existence of regular
solutions to a viscoelastic Oldroyd-B model without diffusion was shown in [21]. It
is also proved there that for small data there exists a global in time solution. For
the steady case of a generalized Oldroyd-B model with small and regular data, see
e.g. [1].

2. Derivation of the model from physical principles

In this section, we take a closer look at the physical interpretation of the system
(1.1)–(1.16). In fact, we show that this system can be obtained quite naturally just



6 M. BATHORY, M. BULÍČEK, AND J. MÁLEK

by specifying two scalar quantities representing the energy storage & dissipation
mechanisms of the fluid. For the origins of this approach, we refer to [40]. Based on
these ideas, there is plenty of literature dealing with the thermodynamical deriva-
tion of various viscoelastic models, see e.g. [14], [22], [32], [34], [35]. However, since
none of these studies can be directly applied to derive the model which we have in
mind, we briefly recreate the procedure here.

For the convenience of the reader, we review the meaning of all physical quantities
that appeared so far by making the following list:

v flow velocity,

p pressure,

B elastic stress tensor,

θ temperature,

e internal energy,

E total energy,

η entropy,

ξ rate of entropy production,

µ coefficient of shear modulus,

cv heat capacity,

a objective derivative coeficient,

α boundary friction coeficient,

ν kinematic viscosity,

κ thermal conductivity,

λ stress diffusion coeficient,

f external body forces.

Next, we introduce some more quantities, which we then use to rewrite the system
(1.7)–(1.12) into a more compact and clearer form.

We remark that the constraint (1.7) is a consequence of the incompressibility of
the fluid and of the balance of mass. Moreover, since we assume that the fluid is
also homogeneous, the density of the fluid ρ is constant. We take advantage of this
by renormalizing all the other quantities so that ρ = 1 is not visible in the system
(1.8)–(1.12).

The first two terms in each equation (1.8)–(1.12) represent the material deriva-
tive, defined by

•
u := ∂tu + v · ∇u. (2.1)

Moreover, looking at the right hand side of (1.9), we recognize the terms that are
characteristic for the objective derivative, defined as

◦
B :=

•
B− (WvB− BWv)− a(DvB + BDv), a ∈ R. (2.2)

Unlike the material derivative
•
B, the objective derivative

◦
B (for any a) transforms

correctly (as a tensor) under a time dependent rotation of the observer. When

a ∈ [−1, 1], then
◦
B is precisely the Gordon-Schowalter derivative (cf. [20]). It is

known (see e.g. [39]) that by modifying the value of a, it is possible to capture
a shear-thinning behaviour of the fluid. The case a = 0 leads to the class of
models with the corrotational objective derivative (cf. [45]), which has very special
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properties that simplify the analysis. The case a = 1 in (2.2) coincides with the
upper-convected objective derivative, which is probably the most popular choice in
the literature. In any case, using definition (2.2), equation (1.9) becomes simply

◦
B + P (θ,B) = div(λ(θ)∇B), (2.3)

which is the generalized (due to an implicit form of P ) Johnson-Segalman viscoelas-
tic model with stress diffusion and temperature dependent material parameters (P
and λ). Depending on the choice of a and P , we can easily recover simpler models,
such as the diffusive Giesekus or Oldroyd-B models.

Let us turn our attention to equation (1.8), which represents the balance of linear
momentum. Indeed, defining the Cauchy stress tensor by

T := −pI + 2ν(θ)Dv + 2aµθB (2.4)

and using (2.1), equation (1.8) takes the standard form
•
v = divT + f .

Definition (2.4) is a constitutive relation which is quite typical for viscoelastic fluids:
the first part −pI + 2ν(θ)Dv is a standard stress response of a viscous Newtonian
fluid, while the second part 2aµθB models the forces arising due to the elastic (i.e.
reversible) part of the total deformation. Assuming that a decomposition of the
total deformation of the fluid into a viscous and elastic part is indeed possible, the
tensor B itself can be interpreted as the left Cauchy-Green tensor corresponding
to the elastic deformation. In this setting, the tensor B is sometimes denoted by
Bκp(t), referring to a stress-free configuration at a time t. For more details, we
refer to [40]. To avoid certain singular elastic deformations and to ensure a viable
physical meaning, it is necessary that B is a positive definite matrix, which is the
restriction (1.2).

Next, defining the fluxes of internal energy and of entropy by

je := −κ(θ)∇θ and jη := −κ(θ)∇ ln θ + µλ(θ)∇(trB− d− ln detB) (2.5)

and using (2.1), (2.4), (1.7), we can rewrite equations (1.10)–(1.12) as
•
e+ div je = T · Dv, (2.6)
•
E + div je = div(Tv) + f · v, (2.7)
•
η + div jη = ξ, (2.8)

representing the balances of internal energy, total energy and entropy, respectively.
We thus see that the equations of system (1.8)–(1.12) are merely balance equa-

tions combined with the constitutive assumptions (2.4), (2.5) and (1.6). In fact,
also the equation (2.3) itself can be seen as a constitutive relation. Below we shall
demonstrate that the choice we made in (2.3), (2.4), (2.5) and also in (1.3) is not
completely ad-hoc, but can be seen as a consequence of (1.6) and of the single
assumption that the underlying Helmholtz free energy of the fluid is given by

ψ := −cvθ ln θ
θ0

+ θψe(B), (2.9)

where

ψe := µ(trB− d− ln detB). (2.10)

Therefore, we are now specifying just two scalar functions: The Helmholtz free
energy ψ characterizes how the fluid stores the energy, while the rate of entropy
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production ξ describes the dissipation mechanisms. Let us now explain our moti-
vation to choose (1.6) and (2.9) in particular.

The first two terms of ξ correspond to the standard heat conducting Newtonian
fluid. The next two terms of ξ describe the the energy dissipation due to the elastic
deformation. In particular, the last term introduces the stress diffusion term into
equation (2.3). It is useful to note that the form of these terms is related to our
choice of ψ or, more precisely, to the function ψe. Indeed, using basic identities of
matrix calculus, we get

ψ′e(B) = µ(I− B−1), ψ′′e (B) = µB−1 ⊗ B−1 (2.11)

and, consequently, also

µ|B− 1
2∇BB− 1

2 |2 = µB−1∇BB−1 · ∇B = ψ′′e (B)∇B · ∇B.

Therefore, (1.6) becomes

ξ =
2ν(θ)

θ
|Dv|2 + κ(θ)|∇ ln θ|2 + P (θ,B) · ψ′e(B) + λ(θ)ψ′′e (B)∇B · ∇B. (2.12)

This can be further rewritten, using the product rule, as

ξ =
2ν(θ)

θ
|Dv|2 + (P (θ,B)− div(λ(θ)∇B)) · ψ′e(B) + κ(θ)∇θ · ∇θ

θ2

+ div(λ(θ)∇ψ′e(B)). (2.13)

We remark that there seems to be no agreement on what is the correct expression
for ξ in viscoelastic fluids with stress diffusion and different choices can lead to
physically sound models as well. On the other hand, the assumption (2.13) leads
to the simplest possible (linear in B) form of the stress diffusion term, which is an
advantage not only in analysis, but apparently also in physics, see [15] and [27].

Next, let us comment on (2.9). Together with the fundamental thermodynamical
identities

e = ψ + θη and η = −∂θψ, (2.14)

it implies (1.3) since

e = −cvθ ln
θ

θ0
+ θψe(B) + cvθ ln

θ

θ0
+ cvθ − θψe(B) = cvθ.

In fact, the assumption (2.9) is the most general one, for which there is a linear
relation between e and θ. Although we could also work with the function ψ =
ψ(θ,B) implicitly (assuming concavity in θ, convexity in B, certain growth etc.),
we refrain from doing so here as it would complicate the analysis in Section 3
significantly. The issue is that if e = cvθ does not hold, then one has to put forth
an additional effort to invert the relation e = e(θ,B), cf. discussion in [22, Section 2].
In [5] this was solved by linearizing e = e(θ,B) near θ = 0 and eventually removing
this approximation in a limit. From this point of view, our existence result can be
seen as basic step towards the existence theory for the general case with ψ = ψ(θ,B).

Let us now compute ξ from the balance equations and (2.9). From (2.14), we
get

•
e =

•
ψ +

•
θη + θ

•
η = ∂θψ

•
θ + ∂Bψ ·

•
B− ∂θψ

•
θ + θ

•
η = θ

•
B · ψ′e(B) + θ

•
η
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and using this together with (2.2), (2.3), (2.6) and (2.8), we arrive at

ξ =
1

θ
T · Dv −

•
B · ψ′e(B)− 1

θ
div je + div jη

=
1

θ
T · Dv −

◦
B · ψ′e(B)− 2aBDv · ψ′e(B)− ∇θ

θ2
· je + div

(
je −

1

θ
je

)
=

1

θ
(T− 2aθBψ′e(B)) · Dv −

◦
B · ψ′e(B)− ∇θ

θ2
· je + div

(
je −

1

θ
je

)
.

Comparing this with (2.13), it is easy to see that the simplest way to make the
both expressions for ξ equivalent is by prescribing the constitutive relations (2.3),
(2.4) and (2.5). This kind of identification can be interpreted physically using the
principle of maximum rate of entropy production, see [41].

3. The mathematical analysis of the model

In this principal section of the paper we study the mathematical properties of
the system (1.1)–(1.16). First, we need to fix some notation. The sets of symmetric,
positive definite and positive semi-definite matrices, respectively, are defined by

Rd×dsym := {A ∈ Rd×d : A = AT },

Rd×d>0 := {A ∈ Rd×dsym : Ax · x > 0 for all 0 6= x ∈ Rd},

Rd×d≥0 := {A ∈ Rd×dsym : Ax · x ≥ 0 for all x ∈ Rd}

respectively. In the special case d = 1, we set R>0 := R1×1
>0 = (0,∞) and R≥0 :=

R1×1
≥0 = [0,∞). We use the symbol · to denote the standard inner product in any

space of finite dimension greater than one. The outer product is denoted by ⊗ and
it is used both on Rd or Rd×d. Further, the symbol |·| denotes the Euclidian norm of
any finite-dimensional object. We extend the definition of any2 function f : R→ R
to Rd×dsym in a standard way as follows: As a consequence of the Schur’s theorem,

any A ∈ Rd×dsym admits a spectral decomposition A = QDQT , where Q is orthogonal

and D is diagonal with real entries. Then we set f(A) := Qf(D)QT , where f(D) is
a diagonal matrix with entries f(Dii), i = 1, . . . , d on the diagonal. If the natural

domain of f is R>0, we make the same construction with Rd×dsym replaced by Rd×d>0 .

If not stated otherwise, the set Ω ⊂ Rd is an open bounded set with a Lipschitz
boundary (i.e. of the class C0,1) in the sense of [37, Sect. 2.1.1]). Let V be a subset
of an Euclidian space. By (Lp(Ω;V ), ‖·‖p) and (W k,p(Ω;V ), ‖·‖k,p), 1 ≤ p ≤ ∞,
k ∈ N, we denote the Lebesgue and Sobolev spaces of functions u : Ω → V , with
their usual norms. In certain situations, we use the notation ‖·‖p;Ω instead to clarify
which domain is considered in the norm. The standard inner product in L2(Ω;V )
and L2(∂Ω;V ) is often abbreviated to (·, ·) and (·, ·)∂Ω, respectively. The meaning
of the duality pairing 〈·, ·〉, is always understandable from the context. Further,

if p > 1, we set W−k,p(Ω;V ) := (W k,p′(Ω;V ))∗, where p′ := p/(p − 1), k ∈ N,
and the star symbol “∗” denotes the topological (continuous) dual space. Since the
velocity v in our problem is constrained by div v = 0 in bulk and by v · n = 0 on

2Except for | · |.
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the boundary, we introduce the following subspaces:

W k,p
n := {u ∈W k,p(Ω;Rd) : u · n = 0}, k ∈ N, p <∞,

W k,p
n,div := {u ∈W k,p

n : divu = 0}, k ∈ N, p <∞,

W−k,2n,div := (W k,2
n,div)∗, k ∈ N,

L2
n,div := W 1,2

n,div

‖·‖2

The expression u ·n is, of course, understood in the trace sense and we shall not use
any additional notation for traces of Sobolev functions, assuming it is clear from
the context.

Let X be a Banach space. The Bochner spaces Lp(0, T ;X) with 1 ≤ p ≤ ∞
consist of strongly measurable mappings u : [0, T ]→ X for which the norm

‖u‖Lp(0,T ;X) :=

{(∫ T

0

‖u‖pX

) 1
p

if 1 ≤ p <∞;

ess sup
(0,T )

‖u‖X if p =∞,

is finite. If X = Lq(Ω;V ) or X = W k,q(Ω;V ), with 1 ≤ q ≤ ∞, n ∈ N, we
shorten the notation and use the symbols ‖·‖LpLq or ‖·‖LpWk,q , respectively, for
the corresponding norms. The space C([0, T ];X), containing continuous X-valued
functions on [0, T ], is equipped with the norm

‖u‖C([0,T ];X) := sup
t∈[0,T ]

‖u(t)‖X .

Furthermore, the space of weakly continuous functions is defined by

Cw([0, T ];X) :=
{
u ∈ L∞(0, T ;X) : the function 〈g, u〉 is continuous in [0, T ]

for every g ∈ X∗
}
.

When manipulating products of matrix-valued functions, we use a simplified
index-free notation, which is always easily understandable in given context. To be
on the safe side, we warn the reader that we write

∇A · ∇B instead of
∑
i,j,k∂iAjk∂iBjk,

(v ⊗ A) · ∇B instead of
∑
i,j,kviAjk∂iBjk,

|A∇BC|2 instead of
∑
i,j,k(Ail∂kBlmCmj)2,

(A⊗ B)∇C instead of
∑
m,nAijBmn∂kCmn,

for example, and so on.

Assumptions on material coefficients. The mathematical properties of the
system (1.1)–(1.16) depend crucially on the behaviour of the material coefficients,
which were not yet specified. We will require that the coefficients

ν, κ, λ, P are continous functions in R,R,R and R× Rd×dsym , respectively, (3.1)
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and admit the following growth conditions for some numbers q, r > 0 and constants
C,Cα > 0:

C−1 ≤ ν(s) ≤ C for all s > 0, (3.2)

C−1(1 + sr) ≤ κ(s) ≤ C(1 + sr) for all s > 0, (3.3)

C−1 ≤ λ(s) ≤ C for all s > 0, (3.4)

P (s,A) = P (s,A)T for all s > 0 and A ∈ Rd×dsym , (3.5)

|P (s,A)| ≤ C(1 + |A|q+1) for all s > 0 and A ∈ Rd×dsym , (3.6)

P (s,A) · Aα ≥ Cα|A|q+1+α − C for all s, α > 0 and A ∈ Rd×d>0 , (3.7)

P (s,A) · I ≥ −C for all s > 0 and A ∈ Rd×d>0 , (3.8)

P (s,A) · (I− A−1) ≥ 0 for all s > 0 and A ∈ Rd×d>0 . (3.9)

In addition to that, we need one more technical assumption concerning the be-
haviour of P for “nearly” singular matrices3: There exists ωP > 0 such that

P (·,A+ωP I)x ·x ≤ 0 for all A ∈ Rd×dsym and x ∈ Rd such that Ax ·x ≤ 0. (3.10)

Assumption (3.2) is quite standard for fluids. Restriction (3.3) means that κ is
a bounded function near zero and has an r-growth near infinity. In literature, one
can find instances where the number r is chosen relatively large, which then helps
the analysis. Assumption (3.4) is chosen just for simplicity. Condition (3.5) is an
obvious necessary restriction should (1.9) hold. Assumptions (3.6) and (3.7) mean
that P (·,A) behaves asymptotically as Aq+1, which is a crucial information to get
sufficient a priori estimates. Condition (3.8) simplifies the analysis at one step and
means basically that the leading order term of P (·,A) appears with the positive
sign, compare e.g. with the Giesekus model, where P (·,A) = A2 − A. Property
(3.9) is important for the validity of the second law of thermodynamics in our
model. Roughly it means that P (·,A) should be derived from (or at least share the
direction with) the quantity A− I (and not I−A). An explicit example of function
P satisfying (3.5)–(3.9) would be

P (s,A) = δ(s)(1 + |A− I|q−β)Aβ(A− I),

where δ is a continuous positive real function and β ∈ [0, q]. Indeed, note that, for

any A ∈ Rd×d>0 , we can write

Aβ(A− I) · (I− A−1) = A
β
2 A

β
2 (A

1
2 − A−

1
2 )A

1
2 · (I− A−1)

= A
β
2 (A

1
2 − A−

1
2 ) · A

β
2 (I− A−1)A

1
2 = |A

β
2 (A

1
2 − A−

1
2 )|2 ≥ 0,

implying (3.9). Next, properties (3.6), (3.7) and (3.8) follow easily from (4.20)
below. Finally, we claim that (3.10) holds with ωP = 1. Indeed, let 0 6= x ∈ Rd be

an eigenvector of A ∈ Rd×dsym , for which λ := Ax · x/|x|2 ≤ 0. If A + I 6∈ Rd×d>0 then

we can redefine P (·,A + I) as needed. Otherwise, we have A + I ∈ Rd×d>0 , and thus

3Although P (·,A) should be initially defined in some way also for A ∈ Rd×d
sym \Rd×d

>0 , such a def-

inition becomes irrelevant once we prove B ∈ Rd×d
>0 . A similar remark applies for the temperature

dependent coefficients.
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λ > −1 and we can write

P (s,A + I)x · x = δ(s)(1 + |A|q−β)(A + I)βAx · x

= δ(s)(1 + |A|q−β)(λ+ 1)βλ|x|2 ≤ 0.

In addition to the parameters q and r, we also introduce the parameter ρ as
the integrability exponent of the initial datum for B, i.e., the largest number ρ, for
which ∫

Ω

|B0|ρ <∞.

It is to be expected that increasing the values of q, r and % improves the mathe-
matical properties of the system (1.1)–(1.16). This seems to be true, at least up to
a certain threshold: For example, it is unclear whether the case ρ > q provides some
improvement compared to the case ρ = q. Also, it seems very unlikely in our setting
that one would be able to prove any better information than Dv ∈ L2(Q;Rd×dsym).
To be able to quantify this precisely, let us now introduce certain conditions which
play a key role in our main result below.

Conditions on q, r and %. To make sure that the quantities below are well
defined, we need to restrict the parameters q, r and % by the condition

r > 1− 2

d
, q > 1, % > 1 (C0)

(we recall that d ≥ 2 is the dimension of the domain Ω). Let us define

σ := min{q, %} and rd := r +
2

d
. (3.11)

The conditions

(rd − 1)(q − 1) > 2, (C1)

(rd − 1)

(
q + σ − 2d

d+ 2

)
>

4d

d+ 2
(C2)

are sufficient to define every term appearing in (1.22)–(1.25) in a weak sense. As
such, they are actually sufficient for the existence of a weak solution, which is the
content of our main result.

Further, the conditions

(rd − 1)(q + σ − 2) > 4− 2

d
, (CE1 )

(rd − 1)

(
q + σ − 3d

d+ 2

)
>

6d

d+ 2
(CE2 )

(together with some regularity assumptions on Ω) are sufficient for the local balance
of the total energy (1.11) to hold if d = 2 or d = 3. In the case d ≥ 4, it is unclear
if |v|2v ∈ L1(Q;Rd), for any choice of r, q and %.

Finally, the condition

(rd − 1)(q + σ − 2) > 4 (Cθ)

is sufficient for the validity of (1.21).
Since σ ≤ q, it is obvious that (Cθ) implies (C1) and (C2), written symbolically

as

(Cθ)⇒ (C1) ∧ (C2).
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Moreover, if d ≤ 3, it is easy to see that the relation

(Cθ)⇒ (CE1 ) ∧ (CE2 )⇒ (C1) ∧ (C2)

is valid. Instead of (C1), we often use one of its equivalent versions:

rd >
q + 1

q − 1
, rd > 2q′ − 1, or r′d <

q + 1

2
.

Furthermore, defining

r0 :=
q + 1

q − 1
and r1 :=

q + σ + 2

q + σ − 2
,

we observe that

(C1) is equivalent to rd > r0 and (Cθ) is equivalent to rd > r1.

Let us make one important remark on the assumptions above. By imposing any
of the conditions (C0)–(Cθ) and (3.2)–(3.6), we place some restrictions on the coef-
ficients of the model which may not agree with experimental measurements. Thus,
one could argue that this renders our analysis useless in the actual applications.
However, if we only care about existence of a weak solution, without any quanti-
tative criteria, then these assumptions are not that important, from the physical
point of view. Indeed, note that (3.2)–(3.6) restrict only the asymptotic behaviour
of the coefficients. For example, any continuous function κ defined on some inter-
val (θ0, θ1), 0 < θ0 < θ1 < ∞, can be modified in a neighbourhood of 0 and ∞
so that (3.3) holds. The interval (θ0, θ1) may represent the temperature range for
which the model we are considering makes sense. When the fluid starts to freeze
or boil, then we are clearly outside this range and it makes no sense to prescribe
the coefficients ν, κ, δ and λ there. On the other hand, it is unclear whether one
can deduce some absolute bounds for the temperature, besides θ > 0, using only
the information that is encoded in the system. Thus, purely for mathematical rea-
sons, we have to assume that these material coefficients are defined in some way
also outside (θ0, θ1). A similar remark applies also for the coefficient P (·,A). If
|A| is too large, any realistic material eventually breaks down. Thus, we may set
P (·,A) = A− I, |A| ∈ [0,M), where M is large (to mimic the Oldroyd-B model, for
example) and then extend this function continuously so that (3.7) holds with some
large q.

A priori estimates. Let us now explain the motivation behind the conditions
(C1)–(Cθ) by an informal derivation of the a priori estimates corresponding to the
system. These also indicate what function spaces should be used to define a weak
solution. As the precise computation is carried out in the proof of our main result
below, this section serves only as a reader’s guide through the main ideas used in
the formal proof below.

The obvious starting points are the energy equality (1.25) and the entropy in-
equality (1.24). The first one gives, using f ∈ L2(0, T ;L2(Ω;Rd)) and Gronwall’s
inequality, that

v ∈ L∞(0, T ;L2(Ω;Rd)) and θ ∈ L∞(0, T ;L1(Ω;R)). (3.12)

Next, since ξ is non-negative and the left hand side of (1.24) is in a divergence
form, we deduce that

ξ ∈ L1(Q;R) (3.13)
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simply by integrating (1.24) and using η0 ∈ L1(Ω;R) and boundary conditions.
Information (3.13) is important to show that a weak solution meets the physical
requirements (1.1) and (1.2). Unfortunately, estimates (3.12) and (3.13) do not
provide enough information to even define some terms appearing in (1.22) and
(1.23). Nevertheless, with the assumptions made above, it is possible to improve
this information.

Thanks to the results of [3], it turns out that to a large extent, we can treat (1.23)
as a scalar equation and test it by Bσ−1. Then, using (3.7), Young’s inequality and
Lemma 3 below, we can eventually get

d

dt

∫
Ω

trBσ +

∫
Ω

|B|q+σ +

∫
Ω

|∇Bσ
2 |2 ≤ C

∫
Ω

|B|σ|Dv|+ C ≤ C
∫

Ω

|Dv|
q+σ
q + C,

hence

‖B‖q+σ;Q ≤ C‖Dv‖
1
q
q+σ
q ;Q

+ C. (3.14)

To make the last estimate usable, we need to get sufficient control over Dv. This
is the point where the first crucial difference, compared to the existence theory for
the Navier-Stokes-Fourier systems, appears. There, one is able to deduce an apriori
estimate for ∇v simply by multiplying the momentum equation (1.22) by v and
absorbing the right hand side. This is generally not possible in our case as we get
also the term div(θB) · v on the right hand side, which is difficult to control. To
eliminate it, one has to add the balance of internal energy (1.21), leading only to
(1.25), however. Therefore, to obtain an estimate for Dv, we have to look elsewhere.
We note that in (1.21), the viscous dissipation term appears in the form 2ν(θ)|Dv|2
on the right hand side. Thus, it is a good idea to test (1.21) (on an approximate
level, where (1.21) makes sense) by the function −θ−β with β > 0 as small as
possible. Eventually, this leads to the estimate

(r + 1−R)

∫
Q

|∇θR2 |2 +

∫
Q

|Dv|2

θr+1−R ≤ C, (3.15)

where

R =
(r + 2

d − 1)(q + σ)

2
− 2

d
.

From this, using Hölder’s inequality and Sobolev embeddings, we deduce

‖Dv`‖p;Q ≤ ‖θ
R−r−1

2

` Dv`‖2;Q‖θ`‖
r+1−R

2

R+ 2
d ;Q
≤ C,

where

p = 2− 2
r + 1−R
rd + 1

= (q + σ)
rd − 1

rd + 1
=

q + σ

2r′d − 1
.

Looking back at (3.14), we need to ensure that

q + σ

q
< (q + σ)

rd − 1

rd + 1

(the strict inequality gains compactness), which is equivalent to (C1). If this con-
dition is satisfied, the above ideas together with some interpolation arguments and
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the use of (1.1)–(1.6) lead to the following a priori information:

v ∈ L∞(0, T ;L2(Ω;Rd)), (3.16)

∇v ∈ Lp(0, T ;Lp(Ω;Rd×d)), (3.17)

v ∈ Lp
d+2
d (0, T ;Lp

d+2
d (Ω;Rd)), (3.18)

B ∈ L∞(0, T ;Lσ(Ω;Rd×d>0 )), (3.19)

B−
1
2∇BB− 1

2 ∈ L2(0, T ;L2(Ω;Rd × Rd×dsym)), (3.20)

∇Bσ
2 ∈ L2(0, T ;L2(Ω;Rd × Rd×dsym)), (3.21)

B ∈ Lq+σ(0, T ;Lq+σ(Ω;Rd×d>0 )), (3.22)

θ ∈ L∞(0, T ;L1(Ω;R>0)), (3.23)

∇θR2 ∈ L2(0, T ;L2(Ω;Rd)), (3.24)

θ ∈ LR+ 2
d (0, T ;LR+ 2

d (Ω;R>0)). (3.25)

Let us now check that (3.16)–(3.25) are sufficient to define every term of the
system (1.22)–(1.25) in a weak sense. Obviously, it is enough to focus on the non-
linear terms. Since v · ∇v = div(v ⊗ v), we need to ensure that v ∈ L2+ε(Q;Rd)
for some ε > 0 which, looking at (3.18) translates as

p
d+ 2

d
> 2.

This condition is actually equivalent to (C2). It turns out that conditions (C0),
(C1) and (C2) are really the only restrictions on the parameters q, r, % needed for
the existence of a weak solution. To see this, we proceed with estimation of the
non-linear terms. On the right hand side of (1.23) we have the product θB (under
the divergence), which (by Hölder’s inequality) is integrable if

1

R+ 2
d

+
1

q + σ
=

1

p
< 1,

cf. (3.25) and (3.22), which is true (due to (C1) or (C2)). Next, in equation (1.23),
the most irregular term is obviously B∇v. Since, by (C1), we have

1

p
+

1

q + σ
=

1

q + σ

(
rd + 1

rd − 1
+ 1

)
<
q + 1

q + σ
< 1,

these terms are integrable as well. Regarding the entropy inequality (1.24), the
convective term is integrable as it turns out that η is even better than square
integrable. Thus, we only need to check that κ(θ)∇ ln θ is integrable, which is true
since, using (3.3), we have

‖κ(θ)∇ ln θ‖1;Q ≤ ‖
√
κ(θ)‖2;Q‖

√
κ(θ)∇ ln θ‖2;Q ≤ C‖θ‖

r
2

r;Q + C

and r < Rd due to (C1). Hence we see that all the terms of (1.22)–(1.25) are well
defined.

All this is true if (C1), (C2) hold and r is not too large. Note that the key estimate
(3.15) degenerates if r + 1 > R, which happens precisely if r is so large that the
condition (Cθ) becomes true. The condition (Cθ) defines a certain sub-critical case,
where the existence proof becomes easier, but the derivation of estimate (3.15)
(and subsequent conclusions) must be modified accordingly. Let us also remark
that in our setting, the condition (Cθ) holds if and only if p = 2. In other words,
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the condition (Cθ) determines whether the viscous dissipation term 2ν(θ)|Dv|2 is
integrable or not. Actually, also the second non-linear term appearing in (1.21),
that is θB ·Dv, is integrable if (Cθ) is true. We thus conclude that (Cθ) determines
whether (1.21) is meaningful or not.

Definition of weak solution. In addition to σ, rd, r0 and r1, let us define further
numbers which are useful in the definition of weak solution below. We set

p :=


q + σ

2r′d − 1
if rd < r1,

2) if rd = r1,

2 if rd > r1,

(3.26)

where the symbol x0), x0 ∈ R, is used throughout as an abbreviation for any
number from a (sufficiently small) left neighbourhood of x0, excluding x0. Further,
we set

Rd := R+
2

d
, where R :=

{ (rd − 1)(q + σ)

2
− 2

d
if rd < r1,

r + 1) if rd ≥ r1.
(3.27)

Finally, we define

σ0 :=
{ σ if σ < q,

σ) if σ = q
and z :=

2(q + σ)

q + σ + 2
. (3.28)

Definition 1. Let T > 0 and let Ω ⊂ Rd, d ≥ 2, be a Lipschitz domain. As-
sume that the constants a ∈ R, α ≥ 0, cv, µ > 0 and the functions ν, κ, λ, P fulfil
the assumptions (3.1)–(3.9) with the numbers q, r, % satisfying (C0), (C1), (C2). Let
the numbers σ, p, R, Rd, σ0 and z be defined by (3.11), (3.26), (3.27) and (3.28),
respectively. Suppose that the initial data satisfy

v0 ∈ L2
n,div(Ω;Rd), B0 ∈ L%(Ω;Rd×d>0 ), θ0 ∈ L1(Ω;R>0), (3.29)

η0 := cv ln θ0 − µ(trB0 − d− ln detB0) ∈ L1(Ω;R) (3.30)

and that

f ∈ L2(0, T ;L2(Ω;Rd)). (3.31)

Then, we say that the function (v,B, θ, e, E, η) : Q→ Rd×Rd×d>0 ×R>0×R>0×
R>0×R is a weak solution of the initial-boundary value problem (1.1)–(1.9), (1.12)–
(1.16) if all of the following conditions (i)–(iv) are satisfied:
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(i) The functions v, B, θ and η fulfil the properties

v ∈ Lp(0, T ;W 1,p
n,div) ∩ Cw([0, T ];L2(Ω;Rd)), (3.32)

∂tv ∈ Lp
d+2
2d (0, T ;W

−1,p d+2
2d

n,div ), (3.33)

B ∈ Lz(0, T ;W 1,z(Ω;Rd×d>0 )) ∩ Cw([0, T ];Lσ(Ω;Rd×d>0 )), (3.34)

B ∈ Lq+σ(Q;Rd×d>0 ), (3.35)

B
σ
2 ∈ L2(0, T ;W 1,2(Ω;Rd×d>0 )), (3.36)

∂tB ∈
(
Lz
′
(0, T ;W 1,z′(Ω;Rd×d>0 )) ∩ L

q+σ
σ−1 (Q;Rd×d>0 )

)∗
, (3.37)

B−
1
2∇BB− 1

2 ∈ L2(Q;Rd × Rd×dsym), (3.38)

ln detB ∈ L2(0, T ;W 1,2(Ω;R)) ∩ L∞(0, T ;L1(Ω;R)), (3.39)

θ ∈ L∞(0, T ;L1(Ω;R>0)) ∩ LRd(Q;R>0), (3.40)

θ
R
2 ∈ L2(0, T ;W 1,2(Ω;R>0)), (3.41)

ln θ ∈ L2(0, T ;W 1,2(Ω;R)) ∩ L∞(0, T ;L1(Ω;R)), (3.42)

η ∈ Lz(0, T ;W 1,z(Ω;R)) ∩ L∞(0, T ;L1(Ω;R)). (3.43)

(ii) The identities (1.3)–(1.6) hold almost everywhere in Q.
(iii) Equations (1.22)–(1.25) are satisfied in the following sense:

∫ T

0

(〈∂tv,ϕ〉 − (v ⊗ v,∇ϕ) + (2ν(θ)Dv,∇ϕ)) + α

∫ T

0

∫
∂Ω

vτ ·ϕτ

= −
∫ T

0

(2aµθB,∇ϕ) +

∫ T

0

(f ,ϕ)

for all ϕ ∈ L(p d+2
2d )′(0, T ;W

1,(p d+2
2d )′

n,div ),


(3.44)

∫ T

0

〈∂tB,A〉 −
∫ T

0

(B⊗ v,∇A) +

∫ T

0

(P (θ,B),A) +

∫ T

0

(λ(θ)∇B,∇A)

=

∫ T

0

((aDv + Wv)B,A + AT )

for all A ∈ Lz
′
(0, T ;W 1,z′(Ω;Rd×d)) ∩ L

q+σ
σ−1 (Q;Rd×d),


(3.45)

(η0, φ)ϕ(0)−
∫ T

0

(η, φ)∂tϕ

+

∫ T

0

(
κ(θ)∇ ln θ − µλ(θ)∇(trB−d−ln detB)− ηv,∇φ

)
ϕ ≥

∫ T

0

(ξ, φ)ϕ

for all ϕ ∈W 1,∞((0, T );R≥0), ϕ(T ) = 0, and all φ ∈W 1,∞(Ω;R≥0),


(3.46)

d

dt

∫
Ω

E =

∫
Ω

f · v a.e. in [0, T ]. (3.47)
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(iv) The initial data are attained in the following way:

ess lim
t→0+

‖v(t)− v0‖2 = 0, (3.48)

lim
t→0+

‖B(t)− B0‖σ0
= 0, (3.49)

ess lim
t→0+

‖θ(t)− θ0‖1 = 0, (3.50)

ess lim inf
t→0+

∫
Ω

η(t)φ ≥
∫

Ω

η0φ for all 0 ≤ φ ∈W 1,∞(Ω). (3.51)

It remains to show that a weak solution exists.

The main result. In this section we state and prove our main result.

Theorem 1. Suppose that all the assumptions of Definition 1 are fulfilled.

(i) Then, there exists a weak solution of the system (1.1)–(1.9), (1.12)–(1.16).
(ii) If, in addition, d ≤ 3, Ω ∈ C1,1 and (CE1 ), (CE2 ) hold, then there exists

a weak solution of the system (1.1)–(1.9), (1.12)–(1.16) and also a function

p ∈ Lp d+2
2d (Q;R) such that the local balance of total energy (1.11) holds in

the sense:

− ( 1
2 |v0|2 + cvθ0, φ)ϕ(0)−

∫ T

0

(E, φ)∂tϕ−
∫ T

0

(Ev,∇φ)ϕ

+ α

∫ T

0

∫
∂Ω

|vτ |2φϕ+

∫ T

0

(κ(θ)∇θ,∇φ)ϕ

=

∫ T

0

(pv − 2ν(θ)(Dv)v − 2aµθBv,∇φ)ϕ

for all ϕ ∈W 1,∞((0, T );R), ϕ(T ) = 0, and every φ ∈W 1,∞(Ω;R).

(3.52)

(iii) If, in addition, condition (Cθ) holds, then there exists a weak solution of
the system (1.1)–(1.9), (1.12)–(1.16) satisfying the local balance of internal
energy (1.10) (i.e. the temperature inequality) in the sense:

− (cvθ0, φ)ϕ(0)−
∫ T

0

(θ, φ)∂tϕ−
∫ T

0

(cvθv,∇φ)ϕ+

∫ T

0

(κ(θ)∇θ,∇φ)ϕ

≥
∫ T

0

(2ν(θ)|Dv|2 + 2aµθB · Dv, φ)ϕ

for all ϕ ∈W 1,∞((0, T );R≥0), ϕ(T ) = 0, and all φ ∈W 1,∞(Ω;R≥0).

(3.53)

Proof . Let us do the proof only for d ≥ 3 (the case d = 2 is easier, of course).
Also, it is clearly enough to focus on the case α > 0. In the simpler case α = 0
(corresponding to the free-slip boundary condition), the boundary term in (3.44)
and (3.52) is merely not present (and v ∈ L2(0, T ;L2(∂Ω;Rd)) may not be true,
depending on p).

(i)

General strategy. We approximate the system (1.8), (1.9), (1.10) using several
parameters to obtain a proper Galerkin approximation and we show that the re-
sulting (ODE) system has a solution. After that, our aim is to derive the entropy
equation. At this point, possibly irregular terms containing θ and B are cut-off and
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v is smooth, hence we easily obtain uniform estimates for the Galerkin approxi-
mations of B and θ, which might not be positive definite or positive, respectively.
However, after taking the limit with these approximations and then proving cer-
tain maximum principles, we prove invertibility of θ and B, which, in turn, enables
us to derive the entropy equation. From this we read that the positivity of detB
and θ is preserved uniformly, which then enables us to remove the cut-off from the
system. We also improve the uniform estimates by considering appropriate test
functions in the equations for θ and B. Using these, we pass to the final limit,
identify the non-linear terms and initial conditions, hereby obtaining a solution of
the original problem.

Approximation. First we introduce a truncation, which is essential for the proof.
We also prepare some simple estimates corresponding to this truncation, that are
used later in the proof. For any ω ∈ (0, ωP ), let us define the “cut-off” function

gω(A, τ) :=
max{0,Λ(A)− ω}max{0, τ − ω}

(|Λ(A)|+ ω)(1 + ω|A|2)(|τ |+ ω)(1 + ωτ2)
, A ∈ Rd×dsym , τ ∈ R,

where

Λ(A) := min{λ : det(A− λI) = 0},
i.e., the smallest eigenvalue of A. Note that gω is a continuous function in Rd×dsym×R
and satisfies 0 ≤ gω(A, τ) < 1 for every (A, τ) ∈ Rd×dsym × R. Moreover, if Λ(A) ≤ ω
or τ ≤ ω, then gω(A, τ) = 0, whereas if Λ(A) > 0 and τ > 0, then gω(A, τ)→ 1 as
ω → 0+. Furthermore, we remark that

gω(A, τ)(1 + |A|+ |A|2)(1 + τ + τ2) ≤ C(ω). (3.54)

The function gω is used below in system (3.64)–(3.66) to handle its irregular terms.
Let us truncate also the initial conditions B0, θ0 by defining

Bω0 (x) :=
{ B0(x) if Λ(B0(x)) > ω and |B0(x)| <

√
dω−1,

I elsewhere;
(3.55)

θω0 (x) :=
{ θ0(x) if ω < θ0(x) < ω−1,

1 elsewhere.
(3.56)

With such a definition, these functions clearly satisfy

Λ(Bω0 ) > ω, θω0 > ω (3.57)

and

|Bω0 | <
√
dω−1, |θω0 | < ω−1 (3.58)

in Ω. Moreover, it is evident that

|Bω0 | ≤
√
d+ |B0|, θω0 ≤ 1 + θ0, (3.59)

and, since ln 1 = 0, also that

| ln detBω0 | ≤ | ln detB0|, | ln θω0 | ≤ | ln θ0| (3.60)

a.e. in Ω. Let us further remark that, since B0 ∈ Lσ(Ω;Rd×d>0 ), the Lebesgue measure
of the sets {Λ(B0) ≤ ω} and {|B0| ≥ ω−1} tends to zero as ω → 0+, and thus

‖Bω0 − B0‖σσ =

∫
Λ(B0)≤ω

|I− B0|σ +

∫
|B0|≥ω−1

|I− B0|σ → 0. (3.61)
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Analogously, relying on θ0 ∈ L1(Ω;R>0), we also obtain

‖θω0 − θ0‖1 → 0, ω → 0+. (3.62)

Next, we discretize the ω-truncated system in space by the Galerkin method.4

Let {wi}∞i=1, {Wj}∞j=1 and {wk}∞k=1 be bases ofWN,2(Ω;Rd)∩W 1,2
n,div, WN,2(Ω;Rd×dsym)

and WN,2(Ω;R), respectively, with the following properties:

• The bases are L2-orthonormal and WN,2-orthogonal.
• The number N ∈ N is chosen so large that the elements of the bases are

Lipschitz (due to embeddings of Sobolev spaces).

• w1 = |Ω|− 1
2 .

• For any `, n ∈ N, there exist L2-orthogonal projections

P` : L2(Ω;Rd)→ span{wi}`i=1,

Qn : L2(Ω;Rd×d)→ span{Wj}nj=1,

Rn : L2(Ω;R)→ span{wk}nk=1

• P`, Qn, Rn are L2- and WN,2-bounded, uniformly w.r.t. `, n.

Existence of these bases and corresponding projections follows from standard results
(see Appendix 4 in [30]) using the eigenvectors of the generalized Laplace or Stokes
operators.

We fix `, n ∈ N and consider the problem of finding the functions αi`n, βj`n, γk`n
of time, where i = 1, . . . , ` and j, k = 1, . . . , n, such that the functions v`n, B`n, θ`n
defined as

v`n(t, x) =
∑̀
i=1

αi`n(t)wi(x),

B`n(t, x) =

n∑
j=1

βj`n(t)Wj(x) and θ`n =

n∑
k=1

γk`n(t)wk(x)

(3.63)

satisfy the following equations5 a.e. in (0, T0), T0 > 0:

(∂tv`n,wi)− (v`n ⊗ v`n,∇wi) + (2ν(θ`n)Dv`n,∇wi) + α(v`n,ϕ)∂Ω

= −(2aµgω(B`n, θ`n)θ`nB`n,∇wi) + (f ,wi),
(3.64)

(∂tB`n,Wj) + (v`n · ∇B`n,Wj) + (P (θ`n,B`n),Wj) + (λ(θ`n)∇B`n,∇Wj)

= (2gω(B`n, θ`n)(aDv`n + Wv`n)B`n,Wj),
(3.65)

(cv∂tθ`n, wk) + (cvv`n · ∇θ`n, wk) + ((κ(θ`n) + ω|∇θ`n|r)∇θ`n,∇wk)

= (2ν(θ`n)|Dv`n|2 + 2aµgω(B`n, θ`n)θ`nB`n · Dv`n, wk),
(3.66)

for all 1 ≤ i ≤ `, 1 ≤ j, k ≤ n and with the initial conditions

v`n(0) = P`v0, B`n(0) = QnBω0 , θ`n(0) = Rnθ
ω
0 in Ω. (3.67)

4The great advantage of our approach is that with the cut-off gω , we need not care about

positive definiteness of the basis functions for B.
5The term ω(|∇θ`n|r∇θ`n,∇wk) vanishes in the limit ω → 0+ and allows us to avoid the use

of a weighted Sobolev space, where the density of smooth functions is not available in general.
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By the L2-orthonormality of the bases, we have

(∂tv`n,wi) =
∑̀
m=1

∂tα
m
`n(wm,wi) = (αi`n)′

and similarly

(∂tB`n,Wj) = (βj`n)′, (∂tθ`n, wk) = (γk`n)′,

hence (3.64)–(3.66) is, in fact, a system of `+ 2n ordinary differential equations

(αi`n)′ = F1(t, α1
`n, . . . , α

`
`n), i = 1, . . . , `,

(βj`n)′ = F2(β1
`n, . . . , β

n
`n), j = 1, . . . , n,

(γk`n)′ = F3(γ1
`n, . . . , γ

n
`n), k = 1, . . . , n.

 (3.68)

It is easy to see, using (3.1), that F1, F2 and F3 are continuous with respect to the

variables αi`n, βj`n and γk`n, respectively. Moreover, the explicit dependence of F1

on time is controlled by

|(f ,wi)| ≤ ‖f‖2‖wi‖2 ∈ L2(0, T ;R).

Thus, we can apply the Caratheodory existence theorem (see [12, Chapter 2, Theo-
rem 1] or [46, Chapter 30]) and hereby obtain absolutely continuous functions αi`n,

βj`n, γk`n, 1 ≤ i ≤ `, 1 ≤ j, k ≤ n, solving (3.68) on (0, T0), where T0 < T is the time
of the first blow-up. In view of the a priori estimates derived below (see e.g. (3.71)),
we are able to prove that

sup
t∈(0,T0)

∑̀
i=1

(αi`n(t))2 +

n∑
j=1

(βj`n(t))2 +

n∑
k=1

(γk`n(t))2

 <∞,

hence, there can be no blow-up and the functions vkl,Bkl, θkl are defined on an
arbitrary time interval, in particular on [0, T ].

n-uniform estimates. By multiplying the i-th equation in (3.64) by αi`n, summing
the result over all i = 1, . . . , `, integrating by parts and using (1.13)1, (1.7) (so that
the convective term vanishes), we obtain

1

2

d

dt
‖v`n‖22 + ‖

√
2ν(θ`n)Dv`n‖22 + α‖v`n‖22;∂Ω

= −(2aµgω(B`n, θ`n)θ`nB`n,Dv`n) + (f ,v`n)
(3.69)

a.e. in (0, T ). Then we use (3.2), (3.54), (3.67), Korn’s and Young’s inequality, and
deduce

d

dt
‖v`n‖22 + ‖∇v`n‖22 + α‖v`n‖22;∂Ω ≤ C(ω)

∫
Ω

|Dv`n|+ C‖f‖2‖∇v`n‖2

≤ C(ω) + C‖f‖22 +
1

2
‖∇v`n‖22

a.e. in (0, T ). Integration with respect to time and the use of (3) and (3.29) directly
leads to

sup
t∈(0,T )

‖v`n(t)‖22 +

∫ T

0

‖∇v`n‖22 + α

∫ T

0

‖v`n‖22;∂Ω ≤ C(ω). (3.70)
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(the dependence of the constant C on the data is omitted as f , v0, θ0, or B0 are
fixed functions in our setting). Recalling the construction of v`n in (3.63) and
L2-orthonormality of the basis vectors {wi}`i=1, we note that

‖v`n(t)‖22 =
∑̀
i=1

(αi`n(t))2.

Hence, the estimate (3.70) yields

sup
t∈(0,T )

∑̀
i=1

(αi`n(t))2 ≤ C(ω), (3.71)

which, together with wi ∈W 1,∞(Ω;Rd), i = 1, . . . , `, implies

‖v`n‖L∞W 1,∞ ≤ C(ω, `). (3.72)

Using (3.71), (3.54) and (3.2) in (3.64), we see that

‖(αi`n)′‖2;(0,T ) = ‖(∂tv`n,wi)‖2;(0,T )

= ‖(v`n⊗v`n−2ν(θ`n)Dv`n−2aµgω(B`n, θ`n)θ`nB`n,∇wi) (3.73)

− (v`n,wi)∂Ω + (f ,wi)‖2;(0,T )

≤ C(`)‖
∑̀
i=1

(
(αi`n)2 + |αi`n|+ 1

)
‖2;(0,T ) + C(`)‖f‖L2L2 ≤ C(ω, `). (3.74)

Thus, we get

‖∂tv`n‖L2W 1,∞ = ‖
∑̀
i=1

(αi`n)′wi‖L2W 1,∞ ≤ C(ω, `) (3.75)

and, using the fundamental theorem of calculus and Hölder’s inequality, also that

|αi`n(t)− αi`n(s)| ≤
∫ t

s

|(αi`n)′| ≤ C(ω, `)|t− s| 12 for every t, s ∈ [0, T ] (3.76)

and any i = 1, . . . , `.
Next, we multiply the j-th equation in (3.65) by βj`n and sum the result over

j = 1, . . . , n. Note that the convective term vanishes after integration by parts and
use of (1.13)1 and (1.7). Also the term including Wv`n vanishes due to symmetry
of B2

`n. Thus, we obtain

1

2

d

dt
‖B`n‖22 + (P (θ`n,B`n),B`n) + ‖

√
λ(θ`n)∇B`n‖22
= (2agω(B`n, θ`n)Dv`nB`n,B`n)

(3.77)

a.e. in (0, T ). Then using (3.67), (3.7), (3.4) and (3.54) we obtain, after integration
over (0, t), t ∈ (0, T ), that

‖B`n(t)‖22 +

∫ t

0

‖B`n‖2+q
2+q +

∫ t

0

‖∇B`n‖22 ≤ ‖QnBω0 ‖22 + C(ω, `). (3.78)

From this, using properties of Qn and (3.58), we easily read that

‖B`n‖L∞L2 + ‖B`n‖L2+qL2+q + ‖∇B`n‖L2L2 ≤ C(ω, `). (3.79)
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To estimate the time derivative of B`n, we take A ∈ Lq+2(0, T ;WN,2(Ω)) with
‖A‖Lq+2WN,2 ≤ 1 and use (3.65), Hölder’s inequality, (3.79), (3.72), (3.3), (3.6),
(3.54), properties of Qn and (min{2, q+2

q+1})
′ = q + 2 to get∫ T

0

〈∂tB`n,A〉 =

∫ T

0

(∂tB`n, QnA)

= −
∫ T

0

(v`n · ∇B`n, QnA)−
∫ T

0

(P (θ`n,B`n, QnA)

−
∫ T

0

(λ(θ`n)∇B`n,∇QnA) +

∫ T

0

(2gω(B`n, θ`n)(aDv`n + Wv`n)B`n, QnA)

≤ C(ω, `)

∫ T

0

∫
Ω

(
|∇B`n||QnA|+ |B`n|q+1|QnA|+ |∇B`n||∇QnA|+ |QnA|

)
≤ C(ω, `)

∫ T

0

(‖∇B`n‖1 + ‖B`n‖q+1
q+1 + 1)‖QnA‖1,∞

≤ C(ω, `)

∫ T

0

(‖∇B`n‖2 + ‖B`n‖q+1
q+2 + 1)‖QnA‖N,2

≤ C(ω, `)‖A‖Lq+2WN,2 ≤ C(ω, `),

hence

‖∂tB`n‖
L
q+2
q+1W−N,2

≤ C(ω, `). (3.80)

Next, we multiply the k-th equation in (3.66) by γk`n, sum the result over k =
1, . . . , n, use (1.13)1, (1.7) and integration by parts in the convective term to get

cv
2

d

dt
‖θ`n‖22 + ‖

√
κ(θ`n)∇θ`n‖22 + ω‖∇θ`n‖r+2

r+2

= (2ν(θ`n)|Dv`n|2 + 2aµgω(B`n, θ`n)θ`nB`n · Dv`n, θ`n)
(3.81)

a.e. in (0, T ). Therefore, integrating this inequality over (0, t), t ∈ (0, T ), using
(3.2), (3.3), (3.54), (3.72), (3.79), Young’s inequality, properties of Rn and (3.58),
we deduce

‖θ`n(t)‖22 +

∫ t

0

‖∇θ
r
2 +1

`n ‖
2
2 +

∫ t

0

‖
√
κ(θ`n)∇θ`n‖22 +

∫ t

0

‖∇θ`n‖r+2
r+2 ≤ C(ω, `). (3.82)

This, with the help of the interpolation inequality6

‖θ`n‖
Lr+2+ 4

d Lr+2+ 4
d
≤ ‖θ`n‖

4
(r+2)d+4

L∞L2 ‖θ
r
2 +1

`n ‖
2d

(r+2)d+4

L2L
2d
d−2

,

Sobolev’s inequality and also Poincaré’s inequality yields

‖θ`n‖L∞L2 + ‖
√
κ(θ`n)∇θ`n‖L2L2 + ‖θ`n‖

Lr+2+ 4
d Lr+2+ 4

d

+ ‖∇θ`n‖Lr+2Lr+2 ≤ C(ω, `).
(3.83)

Furthermore, taking τ ∈ Lr+2(0, T ;WN,2(Ω)) with ‖τ‖Lr+2WN,2 ≤ 1 and using
(3.66), Young’s inequality, Hölder’s inequality, (3.2), (3.3) (3.72), (3.83), (3.54) and

6A better estimate could be derived using ∇θ` ∈ Lr+2Lr+2 instead. However, at this moment
we do not need it, and later we shall need ω-uniform estimates only.
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properties of Rn, we obtain

∫ T

0

〈∂tθ`n, τ〉 =

∫ T

0

(∂tθ`n, Rnτ)

= −
∫ T

0

(cvv`n · ∇θ`n, Rnτ)−
∫ T

0

(κ(θ`n)∇θ`n + ω|∇θ`n|r∇θ`n,∇Rnτ)

+

∫ T

0

(2ν(θ`n)|Dv`n|2 + 2aµgω(B`n, θ`n)θ`nB`n · Dv`n, Rnτ)

≤ C(ω, `)

∫ T

0

∫
Ω

(
|∇θ`n||Rnτ |+ |θ`n|

r
2

∣∣∣√κ(θ`n)∇θ`n
∣∣∣ |∇Rnτ |

+ |∇θ`n|r+1|∇Rnτ |+ |Rnτ |
)

≤ C(ω, `)

∫ T

0

∫
Ω

(
|∇θ`n|+ |θ`n|r+1 +

∣∣∣√κ(θ`n)∇θ`n
∣∣∣ 2r+2
r+2

+ |∇θ`n|r+1 + 1
)
‖Rnτ‖1,∞

≤ C(ω, `)

∫ T

0

(
‖∇θ`n‖ r+2

r+1
+ ‖θ`n‖r+1

r+2 + ‖
√
κ(θ`n)∇θ`n‖

2r+2
r+2

2

+ ‖∇θ`n‖r+1
r+1 + 1

)
‖Rnτ‖N,2

≤ C(ω, `)‖τ‖Lr+2WN,2 ≤ C(ω, `),

hence

‖∂tθ`n‖
L
r+2
r+1W−N,2

≤ C(ω, `). (3.84)

The limit n → ∞. For every i = 1, . . . , `, the sequence {αi`n}∞n=1 ⊂ C([0, T ];R)
is bounded due to (3.71) and uniformly equicontinuous by (3.76). Hence, using
the Arzelà-Ascoli theorem, for every i = 1, . . . , `, we obtain αi` ∈ C([0, T ];R) and
a subsequence (not relabelled) such that

αi`n → αi` strongly in C([0, T ];R) (3.85)

as n→∞. Then, we define

v` :=
∑̀
i=1

αi`wi ∈ C([0, T ];W 1,∞(Ω;Rd) ∩W 1,2
n,div)

and note that

v`n → v` strongly in C([0, T ];W 1,∞(Ω;Rd)). (3.86)

According to estimates (3.75), (3.79), (3.80), (3.83), (3.84) and using reflexivity
of the underlying spaces and the Aubin-Lions lemma, there exist subsequences
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{v`n}∞n=1, {B`n}∞n=1, {θ`n}∞n=1 and their limits v`, B`, θ`, such that

∂tv`n
∗
⇀ ∂tv` weakly* in L2(0, T ;W 1,∞(Ω;Rd)), (3.87)

v`n ⇀ v` weakly in L2(0, T ;L2(∂Ω;Rd)), (3.88)

B`n ⇀ B` weakly in L2(0, T,W 1,2(Ω;Rd×dsym)), (3.89)

B`n → B` strongly in L2+q)(Q;Rd×dsym) and a.e. in Q, (3.90)

∂tB`n ⇀ ∂tB` weakly in L
q+2
q+1 (0, T ;W−N,2(Ω;Rd×dsym)), (3.91)

θ`n ⇀ θ` weakly in Lr+2(0, T,W 1,r+2(Ω;R)), (3.92)

θ`n → θ` strongly in Lr+2+ 4
d )(Q;Rd×dsym) and a.e. in Q, (3.93)

∂tθ`n ⇀ ∂tθ` weakly in L
r+2
r+1 (0, T ;W−N,2(Ω;R)). (3.94)

Now we explain how to take the limit in the non-linear terms appearing in (3.64),
(3.65) and (3.66). To handle most of the terms, namely

v`n ⊗ v`n, ν(θ`n)Dv`n, gω(B`n, θ`n)θ`nB`n, P (θ`n,B`n), λ(θ`n)∇B`n,
gω(B`n, θ`n)(aDv`n + Wv`n)B`n, v`n · ∇θ`n, gω(B`n, θ`n)θ`nB`n · Dv`n,

we use the standard argument: These terms can be seen as a product of a weakly
converging sequence with a strongly converging sequence, obtained via Vitali’s the-
orem, (3.1) and pointwise convergence of v`n, B`n and θ`n (due to the Aubin-Lions
lemma). This argument is sufficient to take the limit n→∞ in the equations (3.64)
and (3.65). In (3.65), we first multiply the equation by a function ϕ ∈ C1([0, T ];R),
integrate over (0, T ), then take the limit and finally use the density of functions of

the form ϕA, A ∈ span{Wj}∞j=1, in the space L(q+2)′(0, T ;WN,2(Ω;Rd×dsym)). This
way, we obtain

(∂tv`,wi)− (v` ⊗ v`,∇wi) + (2ν(θ`)Dv`,∇wi) + α(v`,wi)∂Ω

= −(2aµgω(B`, θ`)θ`B`,∇wi) + (f ,wi) for every i = 1, . . . , `
(3.95)

a.e. in (0, T ) and∫ T

0

〈∂tB`,A〉+

∫ T

0

(v` · ∇B`,A) +

∫ T

0

(P (θ`,B`),A) +

∫ T

0

(λ(θ`)∇B`,∇A)

=

∫ T

0

(2gω(B`, θ`)(aDv` + Wv`)B`,A)

for all A ∈ Lq+2(0, T ;WN,2(Ω;Rd×dsym)).

(3.96)

However, the space of test functions in (3.96) can be enlarged using a standard
density argument. Indeed, using Hölder’s inequality, it is easy to see that every
term of (3.96) (taking aside the time derivative) is well defined provided that

A ∈ L2(0, T ;W 1,2(Ω;Rd×dsym)) ∩ Lq+2(Q;Rd×dsym)

and thus, we can read from (3.96) that

∂tB` ∈
(
L2(0, T ;W 1,2(Ω,Rd×dsym)) ∩ Lq+2(Q;Rd×dsym)

)∗
.

Since we also have that

B` ∈ L2(0, T ;W 1,2(Ω;Rd×dsym)) ∩ Lq+2(Q;Rd×dsym), (3.97)
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it follows from Lemma 1 below that

B` ∈ C([0, T ];L2(Ω;Rd×dsym)). (3.98)

Now let us identify B`(0). Clearly, we can use A(t, x) = ψ(t)P(x) in (3.96), where
ψ ∈ C1([0, T ];R), ψ(0) = 1, ψ(T ) = 0, and P ∈ WN,2(Ω;Rd×dsym), to get, after
integration by parts, that

(B`(0),P) = −
∫ T

0

(
(B`,P)∂tψ + (v` · ∇B`,P)ψ + (P (θ`,B`),P)ψ

− (λ(θ`)∇B`,∇P)ψ − (2gω(B`, θ`)(aDv` + Wv`)B`,P)ψ
)
.

(3.99)

On the other hand, if we multiply (3.65) by ψ, integrate over (0, T ) and by parts
in the time derivative using (3.67), we obtain

(QnBω0 ,Wj) = −
∫ T

0

(
(B`n,Wj)∂tψ + (v`n ·∇B`n,Wj)ψ + (P (θ`,B`),Wj)ψ

− (λ(θ`n)∇B`n,∇Wj)ψ − (2gω(B`n, θ`n)(aDv`n + Wv`n)B`n,Wj)ψ
)
. (3.100)

for every j = 1, . . . , n. Then, we use completeness of {Wj}∞j=1 in L2(Ω;Rd×dsym) and
the same arguments as before to take the limit n→∞ in (3.100). This way, using
also density of span{Wj}∞j=1 in WN,2(Ω;Rd×dsym), we get, for all P ∈WN,2(Ω;Rd×dsym),
that

(Bω0 ,P) =−
∫ T

0

(
(B`,P)∂tψ + (v` · ∇B`,P)ψ + (P (θ`,B`),P)ψ

− (λ(θ`)∇B`,∇P)ψ − (2gω(B`, θ`)(aDv` + Wv`)B`,P)ψ
)
.

If we compare this with (3.99) and use density of WN,2(Ω;Rd×dsym) in L2(Ω;Rd×dsym),
we deduce

B`(0) = Bω0 a.e. in Ω. (3.101)

We can use an analogous procedure to identify v`(0). Indeed, here the situation is
even simpler since (3.86) directly implies v` ∈ C([0, T ];W 1,∞(Ω;Rd)) and we obtain

v`(0) = P`v0. (3.102)

Our aim is now to take the limit in equation (3.66), where we need to justify
the limit in the terms κ(θ`n)∇θ`n, |∇θ`n|r∇θ`n and 2ν(θ`n)|Dv`n|2. For the first
one, we use (3.3), (3.93) and Vitali’s theorem to get√

κ(θ`n)→
√
κ(θ`) strongly in L2+ 4

r (Q;R) (3.103)

and then we combine this with (3.92), to obtain√
κ(θ`n)∇θ`n ⇀

√
κ(θ`)∇θ` weakly in L1(Q;Rd). (3.104)

However, by (3.83) we know that (3.104) is valid also in L2(Q;Rd) up to a subse-
quence, and hence, using again (3.103), we obtain

κ(θ`n)∇θ`n =
√
κ(θ`n)

√
κ(θ`n)∇θ`n ⇀

√
κ(θ`)

√
κ(θ`)∇θ` = κ(θ`)∇θ` (3.105)

weakly in L
r+2
r+1 (Q;Rd).

Next, to take the limit of the term 2ν(θ`n)|Dv`n|2, we first remark, using (3.1),
(3.2), (3.93) and Vitali’s theorem that

ν(θ`n)→ ν(θ`) strongly in L∞)(Q;R).
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This and

Dv`n → Dv` strongly in C([0, T ];L∞(Ω;Rd×dsym))

(cf. (3.86)) clearly proves that

2ν(θ`n)|Dv`n|2 → 2ν(θ`)|Dv`|2 strongly in L∞)(Q;R). (3.106)

Finally, due to (3.83), there exists K ∈ L(r+2)′(Q;Rd) such that

|∇θ`n|r∇θ`n ⇀ K weakly in L(r+2)′(Q;Rd). (3.107)

Then, using also (3.105), (3.106) and previous convergence results, we can take
the limit in (3.66) and obtain, for all τ ∈ Lr+2(0, T ;WN,2(Ω;R)), that

∫ T

0

〈cv∂tθ`, τ〉+

∫ T

0

(cvv` · ∇θ`, τ) +

∫ T

0

(κ(θ`)∇θ`,∇τ) + ω

∫ T

0

(K,∇τ)

=

∫ T

0

(2ν(θ`)|Dv`|2 + 2aµgω(B`, θ`)θ`B` · Dv`, τ).

(3.108)

Recalling (3.94), (3.105) and (3.107), we easily conclude, using a density argument,
that (3.108) is valid for all τ ∈ Lr+2(0, T ;W 1,r+2(Ω;R)) and that the time deriv-

ative extends to the functional ∂tθ` ∈ L(r+2)′(0, T ;W−1,(r+2)′(Ω;R)). Thus, using
Lemma 1 below, we also see that

θ` ∈ C([0, T ];L2(Ω;R)). (3.109)

Furthermore, choosing τ = θ` in (3.108), rewriting the time derivative term and
integrating by parts in the convective term leads to

ω

∫
Q

K · ∇θ` = −cv
2
‖θ`(T )‖22 +

cv
2
‖θ`(0)‖22 −

∫
Q

κ(θ`)|∇θ`|2

+

∫ T

0

(2ν(θ`)|Dv`|2 + 2aµgω(B`, θ`)θ`B` · Dv`, θ`).
(3.110)

We use this information to identify K as follows. We note that weak lower semi-
continuity and (3.104) (which is valid in L2(Q;Rd)) imply

∫
Q

κ(θ`)|∇θ`|2 ≤ lim inf
n→∞

∫
Q

κ(θ`n)|∇θ`n|2. (3.111)

Thus, if we integrate (3.81) over (0, T ) and use (3.111), (3.106), weak lower semi-
continuity of ‖·‖2 and the convergence results above to take the limes superior
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n→∞ and then apply (3.110), we get

ω lim sup
n→∞

∫
Q

|∇θ`n|r+2

= − lim inf
n→∞

cv
2
‖θ`n(T )‖22 +

cv
2
‖θω0 ‖22 − lim inf

n→∞

∫
Q

κ(θ`n)|∇θ`n|2

+ lim
n→∞

∫ T

0

(2ν(θ`n)|Dv`n|2 + 2aµgω(B`n, θ`n)θ`nB`n · Dv`n, θ`n)

≤ −cv
2
‖θ`(T )‖22 +

cv
2
‖θω0 ‖22 −

∫
Q

κ(θ`)|∇θ`|2

+

∫ T

0

(2ν(θ`)|Dv`|2 + 2aµgω(B`, θ`)θ`B` · Dv`, θ`)

=
cv
2
‖θω0 ‖22 −

cv
2
‖θ`(0)‖22 + ω

∫
Q

K · ∇θ`.

(3.112)

To identify the initial condition for θ`(0), it is enough to show that

θ`(t) ⇀ θω0 weakly in L2(Ω;R) (3.113)

as t→ 0+ since then we can use (3.109) to conclude

θ`(0) = θω0 a.e. in Ω (3.114)

by the uniqueness of a (weak) limit. To prove (3.113), we return to (3.66), which
we multiply by ϕ ∈ W 1,∞(0, T ;R) fulfilling ϕ(0) = 1, ϕ(T ) = 0 and integrate
the result over (0, T ) to get

− (cvθ
ω
0 , wk)−

∫ T

0

(cvθ`n, wk)∂tϕ =

∫ T

0

fnϕ. (3.115)

for all k = 1, . . . , n, where we integrated by parts and abbreviated

fn = −(cvv`n · ∇θ`n, wk)− (κ(θ`n)∇θ`n + ω|∇θ`n|r∇θ`n,∇wk)

+ (2ν(θ`n)|Dv`n|2 + 2aµgω(B`n, θ`n)θ`nB`n · Dv`n, wk).

It follows from the results above (cf. the derivation of (3.108)) that

fn ⇀ f weakly in L(r+2)′(0, T ;R),

where
f = −(cvv` · ∇θ`, wk)− (κ(θ`)∇θ`,∇wk)− ω(K,∇wk)

+ (2ν(θ`)|Dv`|2 + 2aµgω(B`, θ`)θ`B` · Dv`, wk).

Thus, by taking the limit n→∞ in (3.115), we arrive at

− (cvθ
ω
0 , wk)−

∫ T

0

(cvθ`, wk)∂tϕ =

∫ T

0

fϕ.

Making now a special choice

ϕε(s) =

 1 s ≤ t,
1− s−t

ε s ∈ (t, t+ ε),
0 s ≥ t+ ε,

where t ∈ (0, T ) and 0 < ε < T − t, leads to

− (cvθ
ω
0 , wk) +

1

ε

∫ t+ε

t

(cvθ`, wk) =

∫ t+ε

0

fϕε.
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Furthermore, we can take the limit ε→ 0+ in this equation using (3.109) on the left
hand side and absolute continuity of integral on the right hand side to get

−(cvθ
ω
0 , wk) + (cvθ`(t), wk) =

∫ t

0

f.

Finally, taking the limit t→ 0+ yields

lim
t→0+

(θ`(t), wk) = (θω0 , wk),

for all k = 1, . . . , n, from which (3.113) follows by exploiting the density of the set
span{wk}∞k=1 in L2(Ω;R). Hence, the identity (3.114) is proved and (3.112) hereby
simplifies to

lim sup
n→∞

∫
Q

|∇θ`n|r+2 ≤
∫
Q

K · ∇θ`. (3.116)

Since the operator u 7→ |u|ru is monotone and continuous, it is standard to show,
using (3.116) and the Minty method, that

K = |∇θ`|r∇θ` a.e. in Q.

Hence, we proved that∫ T

0

〈cv∂tθ`, τ〉+

∫ T

0

(cvv` · ∇θ`, τ) +

∫ T

0

(κ(θ`)∇θ` + ω|∇θ`|r∇θ`,∇τ)

=

∫ T

0

(2ν(θ`)|Dv`|2 + 2aµgω(B`, θ`)θ`B` · Dv`, τ)

(3.117)

for all τ ∈ Lr+2(0, T ;W 1,r+2(Ω;R)).

Positive definiteness of B` and positivity of θ`. Here we follow the method
developed in [4], i.e., we use

Ax = χ(0,t)(B`x · x− ω|x|2)− x⊗ x,

in (3.96), where x ∈ Rd, t ∈ (0, T ) and

f+ = max{0, f}, f− = min{0, f}.

Note that since x is a constant vector, the function Ax belongs to the same space
as B` ∈ L2(0, T ;W 1,2(Ω;Rd×dsym)) ∩ Lq+2(Q;Rd×dsym) and is thus a valid test function
in (3.96). The key property of Ax is that it vanishes whenever the smallest eigen-
value of B` is greater than ω (since B`y · y ≥ ω|y|2 for all y ∈ Rd in such a case).
Thus, we have

(Λ(B`)− ω)+(B`x · x− ω|x|2)− = 0,

which implies

gω(B`, θ`)Ax = 0 a.e. in Q. (3.118)

Let us now evaluate separately the terms arising from the choice A = Ax in (3.96).
For the time derivative, we write∫ T

0

〈∂tB`,Ax〉 =

∫ t

0

〈∂t(B`x · x− ω|x|2), (B`x · x− ω|x|2)−〉

= 1
2‖(B`x · x− ω|x|

2)−(t)‖22 − 1
2‖(B`x · x− ω|x|

2)−(0)‖22
= 1

2‖(B`x · x− ω|x|
2)−(t)‖22,

(3.119)
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where we applied Lemma 2 below for the Lipschitz function s 7→ s− and also (3.101)
and (3.57). Furthermore, using integration by parts and (1.13)1 and (1.7), we get∫ T

0

(v` · ∇B`,Ax) =

∫ t

0

(v` · ∇(B`x · x− ω|x|2), (B`x · x− ω|x|2)−)

=
1

2

∫ t

0

∫
∂Ω

((B`x · x− ω|x|2)−)2v` · n = 0

and also ∫ T

0

(λ(θ`)∇B`,∇Ax) =

∫ t

0

‖
√
λ(θ`)∇(B`x · x− ω|x|2)−‖22 ≥ 0.

Moreover, since ω < ωP , we have (B` − ωP I)x · x < B`x · x− ω|x|2 and thus, the
assumption (3.10) yields∫ T

0

(P (θ`,B`),Ax) =

∫ t

0

∫
Ω

(B`x · x− ω|x|2)− P (θ`,B`)x · x

=

∫ t

0

∫
{B`x·x<ω|x|2}

(B`x · x− ω|x|2)P (θ`, (B` − ωP I) + ωP I)x · x ≥ 0.

In addition, the right hand side of (3.96) vanishes due to (3.118). Thus, using
the above computation in (3.96), we obtain

‖(B`x · x− ω|x|2)−(t)‖22 ≤ 0

for all t ∈ (0, T ) (recall (3.98)), whence

B`(t)x · x ≥ ω|x|2 a.e. in Ω, for all t ∈ (0, T ) and for every x ∈ Rd. (3.120)

Note that this immediately yields B` ∈ Rd×d>0 , B−1
` ∈ Rd×d>0 a.e. in Q, and thus

|B−1
` | = |B

− 1
2

` B−
1
2

` | ≤ |B
− 1

2

` |
2 = trB−1

` ≤
d

ω
.

Also, using the identity

∇B−1
` = −B−1

` ∇B`B
−1
` ,

(which is standard for continuously differentiable functions and in general we can
approximate B` by smooth mappings and pass to the limit) and (3.79) we conclude
that B−1

` exists a.e. in Q and satisfies

B−1
` ∈ L

∞(0, T ;L∞(Ω;Rd×d>0 )) ∩ L2(0, T ;W 1,2(Ω;Rd×d>0 )). (3.121)

Moreover, recalling ψe from (2.10) and using the simple inequalities

detB` ≥ ωd and | lnx| ≤ x+
1

x
, x > 0,

it is easy to see that

0 ≤ ψe(B`) ≤ C|B`|+
C

ω
and

|∇ψe(B`)| = |(I− B−1
` ) · ∇B`| ≤ C

(
1 +

1

ω

)
|∇B`|,

hence

ψe(B`) ∈ L2(0, T ;W 1,2(Ω;R≥0)) ∩ Lq+2(Q;R≥0).
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Next, we prove positivity of θ`. Since θ` ∈ Lr+2(0, T ;W 1,r+2(Ω;R)), we can use
the analogous method as before. Indeed, we start by choosing

τ = χ(0,t)(θ` − ω)− ∈ Lr+2(0, T ;W 1,r+2(Ω;R))

as a test function in (3.117) to get

cv
2
‖(θ` − ω)−(t)‖22 −

cv
2
‖(θ` − ω)−(0)‖22

+

∫ t

0

‖
√
κ(θ`)∇(θ` − ω)−‖22 +

∫ t

0

‖∇(θ` − ω)−‖r+2
r+2

=

∫ t

0

(
2ν(θ`)|Dv`|2 + 2aµgω(B`, θ`)θ`B` · Dv`, (θ` − ω)−

)
≤ 0.

(3.122)

Hence, using θ`(0) = θω0 ≥ ω in Ω and (3.109), we obtain that ‖(θ`(t)− ω)−‖2 = 0
for all t ∈ (0, T ), which means

θ`(t) ≥ ω a.e. in Ω and for all t ∈ (0, T ). (3.123)

Consequently, since ∇θ−1
` = θ−2

` ∇θ`, we also obtain

θ−1
` ∈ L

∞(0, T ;L∞(Ω;R>0)) ∩ Lr+2(0, T ;W 1,r+2(Ω;R>0)). (3.124)

From these findings we also easily read that

| ln θ`| ≤ θ` +
1

θ`
≤ θ` +

1

ω
and |∇ ln θ`| =

|∇θ`|
θ`
≤ 1

ω
|∇θ`|,

hence

ln θ` ∈ Lr+2(0, T ;W 1,r+2(Ω;R)).

Entropy equation. In order to take the remaining limits ` → ∞ and ω → 0+,
we need to replace (3.117) by entropy inequality, whose terms are easier to handle.
From this equation, we then deduce that detB` and θ` remain strictly positive a.e.
in Q.

First, we rewrite (3.117) in the form

〈cv∂tθ`, τ〉+ (cvv` · ∇θ`, τ) + (κ(θ`)∇θ` + ω|∇θ`|r∇θ`,∇τ)

= (2ν(θ`)|Dv`|2 + 2aµgω(B`, θ`)θ`B` · Dv`, τ)
(3.125)

for all τ ∈ W 1,r+2(Ω;R) and a.e. in (0, T ). Then, we take φ ∈ W 1,∞(Ω;R) and
note that τ = θ−1

` φ can be used as a test function in (3.125) thanks to (3.124).
This way, we get〈

cv∂tθ`,
φ

θ`

〉
+ (cvv` · ∇ ln θ`, φ) + (κ(θ`)∇ ln θ`,∇φ)− (κ(θ`)|∇ ln θ`|2, φ)

+ ω(|∇θ`|r∇ ln θ`,∇φ)− ω(|∇θ`|r|∇ ln θ`|2, φ)

=
(2ν(θ`)

θ`
|Dv`|2 + 2aµgω(B`, θ`)B` · Dv`, φ

)
(3.126)

a.e. in (0, T ). Similarly, we observe that µ(I−B−1
` )φ is a valid test function in (the

localized version of) (3.96) due to (3.121). Thus, we obtain (recall the computation
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between (2.11) and (2.13))

〈∂tB`, µ(I− B−1
` )φ〉+ (v` · ∇ψe(B`), φ)

+ (µP (θ`,B`) · (I− B−1
` ), φ) + (µλ(θ`)|B

− 1
2

` ∇B`B
− 1

2

` |
2, φ)

= −(λ(θ`)∇ψe(B`),∇φ) + (2aµgω(B`, θ`)B` · Dv`, φ)

(3.127)

a.e. in (0, T ). If we define
η` := cv ln θ` − ψe(B`) (3.128)

and

ξ` :=
2ν(θ`)

θ`
|Dv`|2 + κ(θ`)|∇ ln θ`|2 + ω|∇θ`|r|∇ ln θ`|2

+ µP (θ`,B`) · (I− B−1
` ) + µλ(θ`)|B

− 1
2

` ∇B`B
− 1

2

` |
2

(3.129)

and subtract (3.127) from (3.126), we get〈
cv∂tθ`,

φ

θ`

〉
− 〈∂tB`, µ(I− B−1

` )φ〉+ (v` · ∇η`, φ)

+
(
(κ(θ`) + ω|∇θ`|r)∇ ln θ` − λ(θ`)∇ψe(B`),∇φ

)
= (ξ`, φ)

(3.130)

a.e. in (0, T ) and for all φ ∈W 1,∞(Ω;R).
Obviously, we need to rewrite the time derivative accordingly. Concerning

the term containing ∂tθ`, note that ψ(s) = max{|s|, ω}−1, s ∈ R, is a bounded
Lipschitz function. Since θ` ≥ ω a.e. in Q by (3.123) and ω < ωP , we get∫ θ`

ωP

ψ(s) ds =

∫ θ`

ωP

1

s
ds = ln θ`.

Thus, Lemma 2 below yields〈
cv∂tθ`,

φ

θ`

〉
=

d

dt
(cv ln θ`, φ).

Hence, if we multiply this by ϕ ∈ W 1,∞((0, T );R) with ϕ(T ) = 0, integrate over
(0, T ) and by parts, we are led to∫ T

0

〈
cv∂tθ`,

φ

θ`

〉
ϕ = −

∫ T

0

∫
Ω

cv ln θ`φ∂tϕ−
∫

Ω

cv ln θω0 φϕ(0), (3.131)

where we also used (3.114).
Analogous ideas can be used to rewrite the second term of (3.130). How-

ever, since the duality 〈∂tB`, (I − B−1
` )φ〉 can not be interpreted entry-wise, let

us proceed more carefully. We apply Lemma 1 below to obtain functions Bε` ∈
C1([0, T ];W 1,2(Ω) ∩ Lq+2(Ω)) such that

‖Bε` − B`‖L2W 1,2∩Lq+2Lq+2 + ‖∂tBε` − ∂tB`‖
L2W−1,2+L

q+2
q+1 L

q+2
q+1
→ 0 (3.132)

as ε → 0+ and also Λ(Bε`) ≥ ω a.e. in Q. Since B` ∈ C([0, T ];L2(Ω)) (cf. (3.98)),
we know that

‖Bε` − B`‖2 ⇒ 0 uniformly in [0, T ]. (3.133)

Furthermore, using (3.121), we can write, for any φ ∈W 1,∞(Ω;R), that∣∣∇((I− (Bε`)−1)φ)
∣∣ =

∣∣(Bε`)−1∇Bε`(Bε`)−1φ+ (I− (Bε`)−1)∇φ
∣∣

≤ C

ω2
|∇Bε` ||φ|+

(
1 +

C

ω

)
|∇φ|
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and thus, we eventually obtain that

(I− (Bε`)−1)φ ⇀ (I− B−1
` )φ weakly in L2(0, T ;W 1,2(Ω;Rd×dsym)) ∩ Lq+2(Q;Rd×dsym).

By applying this with (3.132), we get, for all ϕ ∈W 1,∞((0, T );R), ϕ(T ) = 0, that∣∣∣∣∣
∫ T

0

〈∂tBε` , µ(I− (Bε`)−1)φ〉ϕ−
∫ T

0

〈∂tB`, µ(I− B−1
` )φ〉ϕ

∣∣∣∣∣
≤
∫ T

0

∣∣〈∂tBε` − ∂tB`, µ(I− (Bε`)−1)φ〉
∣∣ |ϕ|

+

∣∣∣∣∣
∫ T

0

〈∂tB`ϕ, µ(I− (Bε`)−1)φ− µ(I− B−1
` )φ〉

∣∣∣∣∣
→ 0 as ε→ 0+.

(3.134)

On the other hand, using ∂tBε` ∈ C([0, T ];W 1,2(Ω;Rd×dsym)∩Lq+2(Ω;Rd×dsym)), we find∫ T

0

〈∂tBε` , µ(I− (Bε`)−1)φ〉ϕ =

∫ T

0

(∂tψe(Bε`), φ)ϕ

= −
∫

Ω

ψe(Bε`(0))φϕ(0)−
∫ T

0

∫
Ω

ψe(Bε`)φ∂tϕ
(3.135)

To take the limit in the last two terms, let us first remark that the set

{A ∈ Rd×dsym : Ax · x ≥ ω for all x ∈ Rd}

is convex in Rd×dsym . This and (3.120) imply, for any s ∈ (0, 1), that∣∣(B` + s(Bε` − B`))−1
∣∣ ≤ tr(B` + s(Bε` − B`))−1 ≤ 1

dΛ(B` + s(Bε` − B`))
≤ 1

dω

a.e. in Ω. Thus, by the mean value theorem and (3.133), we get∫
Ω

|ψe(Bε`)− ψe(B`)|2 =

∫
Ω

∣∣∣∣∫ 1

0

(I− (B` + s(Bε` − B`))−1) · (Bε` − B`) ds

∣∣∣∣2
≤ C

(
1 +

1

ω

)
‖Bε` − B`‖22 ⇒ 0 uniformly in [0, T ]

(3.136)

as ε→ 0+. Similarly, using (3.98) and (3.101), we can also show that

ψe(B`) ∈ C(0, T ;L2(Ω;R)), ψe(B`(0)) = ψe(Bω0 ). (3.137)

Using this and (3.136), we take the limit ε→ 0+ in (3.135) and compare the result
with (3.134) to obtain∫ T

0

〈∂tB`, µ(I− B−1
` )φ〉ϕ = −

∫
Ω

ψe(Bω0 )φϕ(0)−
∫ T

0

∫
Ω

ψe(B`)φ∂tϕ (3.138)

for all ϕ ∈W 1,∞(Ω;R), ϕ(T ) = 0, and every φ ∈W 1,∞(Ω;R).
Finally, if we subtract (3.138) from (3.131) and use (3.128), we can rewrite

(3.130) as

−
∫ T

0

(η`, φ)∂tϕ− (ηω0 , φ)ϕ(0)−
∫ T

0

(v`η`,∇φ)ϕ

+

∫ T

0

(
(κ(θ`) + ω|∇θ`|r)∇ ln θ` − λ(θ`)∇ψe(B`),∇φ

)
ϕ =

∫ T

0

(ξ`, φ)ϕ

(3.139)
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for all ϕ ∈W 1,∞(0, T ;R), ϕ(T ) = 0, and φ ∈W 1,∞(Ω;R), where

ηω0 := cv ln θω0 − ψe(Bω0 ).

Moreover, since ln θ` ∈ C([0, T ];L2(Ω;R)) and (3.137) hold, we easily read

η` ∈ C([0, T ];L2(Ω;R)), η`(0) = ηω0 . (3.140)

Total energy equality. The integrated version of the total energy equality is
important in the derivation of the a priori estimates below. We multiply the i-th
equation in (3.95) by (v`,wi), sum up the result over i = 1, . . . , ` and then we
add (3.117) with τ = 1. This way, after several cancellations using also (1.13)1, we
obtain

d

dt

∫
Ω

E` = (f ,v`) a.e. in (0, T ), (3.141)

where E` := 1
2 |v`|

2 + cvθ`.

`, ω-uniform estimates. Here we shall derive uniform estimates needed for the
final limit passage. The fact that these estimates are uniform with respect to both
` and ω saves us some work (in exchange for a slight non-optimality with respect
to ω).

Let us first show that the total energy of the fluid remains bounded. In (3.141),
we apply Young’s inequality, (3.29) and θ` > 0, to estimate

d

dt

∫
Ω

E` ≤
1

2

∫
Ω

|v`|2 +
1

2

∫
Ω

|f |2 ≤
∫

Ω

E` +
1

2

∫
Ω

|f |2

a.e. in (0, T ). Hence, by the Gronwall inequality, we get∫
Ω

E`(t) ≤ et
(∫

Ω

E`(0) +
1

2

∫ t

0

‖f‖22
)

for all t ∈ [0, T ].

Then, we apply (3.102), (3.114) to identify that

E`(0) =
1

2
|P`v0|2 + cvθ

ω
0

and if we use properties of P`, (3.59), (3.29), we arrive at

‖θ`‖L∞L1 + ‖v`‖L∞L2 ≤ C‖E`‖L∞L1 ≤ C. (3.142)

Now we turn our attention to (3.139), which we localize in time by choosing7

ϕ = χ(0,t), leading to∫
Ω

η`(t)φ+

∫ t

0

∫
Ω

j` · ∇φ =

∫
Ω

ηω0 φ+

∫ t

0

∫
Ω

ξ`φ for all φ ∈W 1,∞(Ω;R) (3.143)

and all t ∈ (0, T ) (in fact, for all t ∈ [0, T ] due to continuity of both sides of (3.143)),
where

j` := −v`η` + (κ(θ`) + ω|∇θ`|r)∇ ln θ` − λ(θ`)∇ψe(B`) ∈ L1(Q;Rd).
In particular, taking φ = 1, we deduce, using ξ` ≥ 0, that the function t 7→

∫
Ω
η`(t)

is non-decreasing, and thus∫
Q

ξ` = max
t∈[0,T ]

∫ t

0

∫
Ω

ξ` = max
t∈[0,T ]

∫
Ω

η`(t)−
∫

Ω

ηω0 =

∫
Ω

η`(T )−
∫

Ω

ηω0 . (3.144)

7Strictly speaking, as χ(0,t) is not Lipschitz, we can not use it directly in (3.139). However,
a standard argument using a piecewise linear approximation of χ(0,t) with the Lebesgue differen-

tiation theorem and absolute continuity of integral shows that χ(0,t) is a reasonable test function.
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Then, using (3.128), the inequalities

lnx ≤ x− 1 for all x > 0 and ψe(B`) ≥ 0, (3.145)

assumption (3.30) and (3.142) (recall also (3.109)), we obtain∫
Q

ξ` ≤
∫

Ω

(cv ln θ`(T )− ψe(B`(T ))) + C ≤ C
∫

Ω

(θ`(T )− 1) + C ≤ C, (3.146)

hence

‖ξ`‖L1L1 ≤ C. (3.147)

Also, it is easy to see using (3.144), (3.60), (3.59), (3.29) and (3.30) that

‖η`‖L∞L1 ≤ C. (3.148)

Estimate (3.147) implies, using (3.2) and (3.9), that

‖θ−
1
2

` Dv`‖L2L2 + ‖
√
κ(θ`)∇ ln θ`‖L2L2 + ω‖|∇θ`|

r
2∇ ln θ`‖L2L2

+ ‖B−
1
2

` ∇B`B
− 1

2

` ‖L2L2 ≤ C.
(3.149)

In what follows, we improve the uniform estimate (3.149) considerably by choosing
appropriate test functions in (3.96) and (3.117) and then using (C1) and the defi-
nitions of p,R, σ to estimate the right hand sides.

Our aim is to test (3.96) by the Bσ−1
` . To verify that this is a valid test function,

we show first that B` is actually essentially bounded. Indeed, taking A = χ(0,t)φI,
t ∈ (0, T ), φ ∈ Lq+2(0, T ;Lq+2(Ω;R)) ∩ L2(0, T ;W 1,2(Ω;R)), in (3.96) yields∫ t

0

〈∂t trB`, φ〉+

∫ t

0

(v · ∇ trB`, φ) +

∫ t

0

(P (θ`,B`) · I, φ) +

∫ t

0

(λ(θ`)∇ trB`,∇φ)

=

∫ t

0

(2agω(B`, θ`)B` · Dv`, φ),

hence, recalling (3.8) there exists a constant C0 > 0, such that∫ t

0

〈∂t trB`, φ〉+

∫ t

0

(v · ∇ trB`, φ) +

∫ t

0

(λ(θ`)∇ trB`,∇φ) ≤ C0

∫ t

0

|φ|.

Substituting u(x, t) := trB`(x, t)− C0t leads to∫ t

0

〈∂tu, φ〉+

∫ t

0

(v · ∇u, φ) +

∫ t

0

(λ(θ`)∇u,∇φ) ≤ C0

∫ t

0

(|φ| − φ).

If we choose φ = (u−K)+ and use (1.7), (1.13)1 to eliminate the convective term,
we obtain

1

2
‖(u(t)−K)+‖22 +

∫ t

0

‖
√
λ(θ`)∇(u−K)+‖22 ≤

1

2
‖(u(0)−K)+‖22.

If we let K := d
ω , then (3.101) and (3.58) imply

(u(0)−K)+ = (trBω0 − d
ω )+ ≤ (

√
d|Bω0 | − d

ω )+ = 0

in Ω. Thus, we get ‖(u(t)− d
ω )+‖22 = 0, hence

|B`| ≤ trB` ≤ d
ω + C0t ≤ d

ω + C0T

and we see that indeed

B` ∈ L∞(0, T ;L∞(Ω;Rd×d>0 )) ∩ L2(0, T ;W 1,2(Ω;Rd×d>0 )).
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We claim that the same property holds for Bσ−1
` . Indeed, boundedness is easy to

see using a spectral decomposition, while the gradient can be computed from the
identity

∇Bσ−1
` (3.150)

= (σ − 1)

∫ 1

0

∫ 1

0

B(1−s)(σ−1)
` ((1−t)I + tB`)−1∇B`((1−t)I + tB`)−1Bs(σ−1)

` dsdt,

which is a consequence of the well known identities for ∇ expA and ∇ logA, see
[43], [44] or [3] and references therein for details. Since

|((1−t)I + tB`)−1| ≤
√
dΛ((1−t)I + tB`)−1 ≤

√
dK

we read from (3.150) that ∇Bσ−1
` ∈ L2(0, T ;L2(R× Rd×dsym)), hence

Bσ−1
` ∈ L∞(0, T ;L∞(Ω;Rd×d>0 )) ∩ L2(0, T ;W 1,2(Ω;Rd×d>0 ))

can be used as a test function in (3.96). This way, using (3.7), the identities8

〈∂tB`,Bσ−1
` 〉 =

1

σ

∫
Ω

∂t trBσ` ,

(v · ∇B`,Bσ−1
` ) =

1

σ

∫
Ω

v · ∇ trBσ` = 0

and the estimate

∇B` · ∇Bσ−1
` ≥ 4(σ − 1)

σ2
|∇B

σ
2

` |
2

from Lemma 3 (iv), (v) below, we get

1

σ

∫
Ω

(trBσ` (t)− trBσ` (0)) + C

∫ t

0

∫
Ω

|B|q+σ +
4(σ − 1)

σ2

∫ t

0

∫
Ω

λ(θ`)|∇B
σ
2

` |
2

= 2a

∫ t

0

∫
Ω

g(B`, θ`)Dv` · Bσ` .

If we apply (3.101), (3.4), gω ≤ 1 and |Bσ` | ≤ max{1, d 1−σ
2 }|B`|σ (see [3]), we deduce∫

Ω

(trBσ` (t)−trBω0 )+

∫ t

0

∫
Ω

|B`|q+σ+

∫ t

0

∫
Ω

|∇B
σ
2

` |
2 ≤ C

∫ t

0

∫
Ω

|Dv`||B`|σ. (3.151)

Then, by (3.59), (3.29) and Young’s inequality, we arrive at

‖B`‖σL∞Lσ + ‖B`‖q+σLq+σLq+σ + ‖∇B
σ
2

` ‖
2
L2L2 ≤ C + C‖Dv`‖

q+σ
q

L
q+σ
q L

q+σ
q

, (3.152)

where the right hand side is finite due to (3.86).
Next, we use (3.152) and (3.117) to improve the information about θ` and Dv`.

For any β ∈ [0, 1), we can show that θ−β` ∈ Lr+2(0, T ;W 1,r+2(Ω))∩L∞(0, T ;L∞(Ω))

similarly as in (3.124), and thus τβ = −θ−β` is an admissible test function in (3.117).

8To interpret the duality pairing in the first identity, one has to approximate B` similarly as

before when dealing with 〈∂tB`, (I− B−1
` )φ〉.
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Using Lemma 2 with ψ(s) = −max(s, ω)−β to rewrite the time derivative, (3.142)
with Young’s inequality, integration by parts, (1.7), (1.13)1 and (3.3), we obtain∫ T

0

〈cv∂tθ`, τβ〉+
∫ T

0

(cvv` · ∇θ`, τβ)+

∫ T

0

(κ(θ`)∇θ`,∇τβ)+ω

∫ T

0

(|∇θ`|r∇θ`,∇τβ)

≥ cv
1− β

∫
Ω

((θ
1
ω
0 )1−β − θ1−β

` (T )) + β

∫
Q

θ−1−β
` κ(θ`)|∇θ`|2

≥ Cβ
∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 − C. (3.153)

We use this estimate in (3.117) with τ = τβ to deduce, using also gω ≤ 1, Hölder’s
inequality and (3.152) that, in the case σ < q, we have

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

θ−β` |Dv`|
2 ≤ C

∫
Q

θ1−β
` |B`||Dv`|+ C

≤ C‖θ1− β2
` ‖ 2(q+σ)

q+σ−2 ;Q
‖B`‖q+σ;Q‖θ

− β2
` Dv`‖2;Q + C

≤ C‖θ`‖
1− β2
(2−β)(q+σ)
q+σ−2 ;Q

‖Dv`‖
1
q
q+σ
q ;Q
‖θ−

β
2

` Dv`‖2;Q

+ C‖θ`‖
1− β2
(2−β)(q+σ)
q+σ−2 ;Q

‖θ−
β
2

` Dv`‖2;Q + C

≤ C‖θ`‖
1− β2
(2−β)(q+σ)
q+σ−2 ;Q

‖θβ` ‖
1
2q
q+σ
q−σ ;Q

‖θ−
β
2

` Dv`‖
1+ 1

q

2;Q

+ C‖θ`‖
1− β2
(2−β)(q+σ)
q+σ−2 ;Q

‖θ−
β
2

` Dv`‖2;Q + C

(3.154)

while if σ = q, we omit the final step to get

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

θ−β` |Dv`|
2 (3.155)

≤ C‖θ`‖
1− β2
(2−β)q′;Q‖Dv`‖

1
q

2;Q‖θ
− β2
` Dv`‖2;Q + C‖θ`‖

1− β2
(2−β)q′;Q‖θ

− β2
` Dv`‖2;Q + C.

Thus, using q > 1, ( 2q
q+1 )′ = 2q′ and the Young inequality, we arrive at

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

θ−β` |Dv`|
2 (3.156)

≤ C‖θ`‖(2−β)q′

(2−β)(q+σ)
q+σ−2 ;Q

‖θβ` ‖
q′
q
q+σ
q−σ ;Q

+ C‖θ`‖2−β(2−β)(q+σ)
q+σ−2 ;Q

+ C

if σ < q and

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

θ−β` |Dv`|
2 (3.157)

≤ C‖θ`‖2−β(2−β)q′;Q‖Dv`‖
2
q

2;Q + C‖θ`‖2−β(2−β)q′;Q + C

if σ = q, respectively. Next we focus on the case σ < q. Let us define

β0 := max
{

0, rd + 1− (rd − 1)(q + σ)

2

}
, β1 := min

{
1,

(rd + 1)(q − σ)

2q

}
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and note using σ > 1 and rd > r0 (i.e. (C1)) that

0 ≤ β0 < β1 ≤ 1.

Then, by a routine computation one can verify that the inequality

max
{

(2− β)
q + σ

q + σ − 2
, β
q + σ

q − σ

}
≤ rd + 1− β (3.158)

holds if

r0 < rd < r1 and β0 ≤ β ≤ β1, (3.159)

or

rd ≥ r1 and 0 ≤ β ≤ β1. (3.160)

Thus, by application of (3.158), the Hölder inequality, an interpolation inequality,
the Sobolev inequality, the Poincaré inequality and (3.142), we get

‖θ`‖ (2−β)(q+σ)
q+σ−2 ;Q

+ ‖θ`‖ β(q+σ)
q−σ ;Q

≤ C‖θ`‖rd+1−β;Q

≤ C‖θ`‖
2

d(r+1−β)+2

L∞L1 ‖θ`‖
d(r+1−β)
d(r+1−β)+2

Lr+1−βL
d
d−2

(r+1−β)

≤ C‖θ
r+1−β

2

` ‖
2d

d(r+1−β)+2

L2L
2d
d−2

≤ C‖∇θ
r+1−β

2

` ‖
2

rd+1−β

L2L2 + C.

(3.161)

Using this in (3.156), applying Young’s inequality and q′ > 1, we obtain

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

θ−β` |Dv`|
2 ≤ C‖θ`‖2q

′−β
rd+1−β;Q + C‖θ`‖2−βrd+1−β;Q + C

≤ C‖∇θ
r+1−β

2

` ‖
2(2q′−β)
rd+1−β

2;Q + C,

(3.162)

where the last exponent is strictly less than two due to 2q′ < rd + 1 (which is
equivalent to (C1)). Hence, we can apply the Young inequality in (3.162) to finally
get

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

θ−β` |Dv`|
2 ≤ C(β) (3.163)

for any r, β fulfilling (3.159) or (3.160). In case that (3.159) holds, we make
the optimal choice β = β0 and note that

r + 1− β0

2
= −1

d
+

(rd − 1)(q + σ)

4
=
R

2
,

cf. (3.27). Then, from Hölder’s inequality and (3.161), we deduce

‖Dv`‖p;Q ≤ ‖θ
− β02
` Dv`‖2;Q‖θ

β0
2

` ‖2 rd+1−β0
β0

;Q
≤ C,

where (recall (3.26))

p = 2
rd + 1− β0

rd + 1
=
rd − 1

rd + 1
(q + σ).

In the special case rd = r1, we can repeat the above estimates without β = β0,
choosing instead β > 0 arbitrarily small. Finally, if rd > r1, we can improve
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the information on Dv` simply by taking τ = −1 in (3.117). Then, using similar
computation as above with β chosen as to satisfy

0 < β < min
{
rd + 1− 2

q + σ

q + σ − 2
, rd − 1

}
= rd + 1− 2

q + σ

q + σ − 2
(3.164)

and using (3.152), (3.161), σ ≤ q, we obtain∫
Q

|Dv`|2 ≤ C
∫
Q

θ`|B`||Dv`| ≤ C‖B`‖q+σ;Q‖Dv`‖2;Q‖θ`‖ 2(q+σ)
q+σ−2 ;Q

+ C

≤ C
(
‖Dv`‖

1
q
q+σ
q ;Q

+ 1

)
‖Dv`‖2;Q‖θ`‖rd+1−β;Q + C

≤ C
(
‖Dv`‖

1+ 1
q

2;Q + ‖Dv`‖2;Q

)(
‖∇θ

r+1−β
2

` ‖
2

rd+1−β
2;Q + 1

)
+ C.

(3.165)

Hence, using 1 + 1
q < 2, (3.164), Young’s inequality and (3.163), we get

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

|Dv`|2 ≤ C(β) (3.166)

for any β satisfying (3.164). Finally, it remains to consider the excluded case σ = q.
However, in this situation, we have r1 = r0 < rd, and thus we can take τ = −1
in (3.117) as before. This way, adding also (3.157) and using analogous estimation
as in (3.165), we obtain

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣2 +

∫
Q

|Dv`|2

≤ C
∫
Q

θ`|B`||Dv`|+ C‖θ`‖2−β(2−β)q′;Q

(
‖Dv`‖

2
q

2;Q + 1

)
+ C

≤ C
(
‖Dv`‖

1+ 1
q

2;Q + ‖Dv`‖2;Q

)(
‖∇θ

r+1−β
2

` ‖
2

rd+1−β
2;Q + 1

)
+ C

(
‖Dv`‖

2
q

2;Q + 1

)(
‖∇θ

r+1−β
2

` ‖
2(2−β)
rd+1−β
2;Q + 1

)
+ C.

(3.167)

If we choose β as in (3.164) and use Young’s inequality, noticing that

2(2− β)

rd + 1− β
q′ < 2

2q′ − βq′

2q′ − β
= 2

(
1− (q′ − 1)β

2q′ − β

)
< 2,

we again conclude that (3.166) holds.
To summarize the estimates up to this point, we proved (3.147), (3.148), (3.149),

‖∇θ
R
2

` ‖L2L2 + ‖θ`‖LRdLRd ≤ C (3.168)

and

‖Dv`‖LpLp ≤ C. (3.169)

Moreover, we deduce from (3.152), (3.169) and

q + σ

q
= (q + σ)

(
1− 2

2q′

)
< (q + σ)

(
1− 2

rd + 1

)
= p (3.170)

that

‖B`‖L∞Lσ + ‖B`‖Lq+σLq+σ + ‖∇Bσ
2 ‖L2L2 ≤ C. (3.171)
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Next, the combination of the Cauchy-Schwarz inequality and (4.20) yields

|∇B`| ≤ |B
1
2

` ||B
− 1

2

` ∇B`B
− 1

2

` ||B
1
2

` | =
√
d|B`||B

− 1
2

` ∇B`B
− 1

2

` |.
Then, since q+σ > 2, we deduce by appealing to the Hölder inequality and (3.79),
(3.171) that

‖∇B`‖LzLz ≤ C. (3.172)

Below, we derive the uniform estimates for the time derivatives. To this end, we
need to determine integrability of the non-linear terms in (3.95), (3.96) and (3.139).
It follows from an interpolation inequality, Korn’s inequality, (3.142) and (3.169)
that

‖v`‖
Lp

d+2
d Lp

d+2
d
≤ C‖v`‖

2
d+2

L∞L2‖Dv`‖
d
d+2

LpLp ≤ C. (3.173)

We remark that (3.26) and (C2) imply

p

(
1 +

2

d

)
> 2. (3.174)

Furthermore, the Hölder inequality, (3.168) and (3.152) yield

‖θ`B`‖LpLp ≤ C, (3.175)

Hence, as d ≥ 2, we read from (3.95) that

‖∂tv`‖
Lp

d+2
2d W

−1,p d+2
2d

n,div

≤ C. (3.176)

Next, we focus on the non-linear terms in (3.96). There, we integrate by parts in
the convective term with the help of (1.13)1. Then, using Hölder’s inequality and
(3.152), (3.173), we observe that

‖B` ⊗ v`‖Ls1Ls1 ≤ C, (3.177)

with

s1 =
( 1

q + σ
+

1

pd+2
d

)−1

>
( 1

q + σ
+

1

2

)−1

= z, (3.178)

where we used (3.174). Moreover, making use of (3.171) and (3.6), we obtain

‖P (θ`,B`)‖Ls2Ls2 ≤ C, where s2 =
q + σ

q + 1
≤ z. (3.179)

Furthermore, using (3.171), (3.169) and Hölder’s inequality, we get

‖(aDv` + Wv`)B`‖Ls3Ls3 ≤ C, (3.180)

where

s3 =
1

1
q+σ + 1

p

=
q + σ

1 + rd+1
rd−1

>
q + σ

q + 1
= s2 (3.181)

(using rd > r0). Thus, we read from (3.96) using (3.172), (3.177), (3.178) and
(3.179), (3.180), (3.181) that

C ≥ ‖∂tB`‖(Lz′W 1,z′∩Ls
′
2Ls
′
2 )∗
≥ C‖∂tB`‖Ls2W−1,s2 , (3.182)

using some trivial embeddings.
Finally, we examine the non-linearities related to (3.139). There, since ξ` is

controlled by (3.147), the problematic terms could be only on the left hand side.
To get an appropriate uniform control over the convective term, we estimate

η` ≤ η` + ψe(B`) = cv ln θ` ≤ cv(θ` − 1).
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This, together with (3.142) and (3.148), yields

‖ln θ`‖L∞L1 ≤ C. (3.183)

Then, since (3.149) and (3.3) give

‖∇ ln θ`‖L2L2 ≤ C, (3.184)

we can use Sobolev’s inequality, Poincaré’s inequality and an interpolation to obtain

‖ln θ`‖
L2+ 2

d L2+ 2
d
≤ C‖ln θ`‖

1
d+1

L∞L1‖ln θ`‖
d
d+1

L2W 1,2 ≤ C. (3.185)

Now we observe that a similar reasoning applies also for the quantity ln detB`.
Indeed, using (3.148), (3.183), (3.152) and (3.128) in the form

ln detB` =
1

µ
(η` − cv ln θ`) + trB` − d,

it is clear that

‖ln detB`‖L∞L1 ≤ C. (3.186)

Further, the estimate of its derivative follows from a version of Jacobi’s formula
(see Lemma 3 below) and (3.149) as

‖∇ ln detB`‖L2L2 = ‖tr(B−
1
2

` ∇B`B
− 1

2

` )‖L2L2 ≤ C. (3.187)

Hence, using again the Sobolev, the Poincaré and interpolation inequalities, we get

‖ln detB`‖
L2+ 2

d L2+ 2
d
≤ C. (3.188)

From (3.185), (3.188), (3.152) and (3.128), we deduce

‖η`‖Ls4Ls4 , where s4 = min{2 + 2
d , q + σ} > 2, (3.189)

and thus

‖v`η`‖Ls5Ls5 ≤ C, where s5 =
( d

p(d+ 2)
+

1

s4

)−1

> 1. (3.190)

due to (3.174) and (3.189). We remark that, since

∇η` = cv∇ ln θ` − µ(tr∇B` − tr(B−
1
2

` ∇B`B
− 1

2

` )),

we also have, using (3.184), (3.172), (3.149) and Poincaré’s inequality that

‖η`‖LzW 1,z ≤ C. (3.191)

Looking at (3.139), we still need to verify that the flux terms are controlled. For
the term κ(θ`)∇ ln θ`, we use Hölder’s inequality, (3.3), (3.168) and (3.149) to get

‖κ(θ`)∇ ln θ`‖ 2Rd
r+Rd

;Q
≤ ‖
√
κ(θ`)‖ 2Rd

r ;Q
‖
√
κ(θ`)∇ ln θ`‖2;Q ≤ C, (3.192)

where note that Rd > rd due to (C1). Let us derive an estimate on ω|∇θ`|r∇ ln θ`,
from which it follows that this term vanishes as ω → 0+. The number

y :=
Rd(r + 2)

Rd(r + 1) + r
= 1 +

Rd − r
Rd(r + 1) + r

is greater that one due to Rd > rd > r and satisfies

ry

r + 2− y(r + 1)
= Rd.
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We also remark that (3.149) yields

ω

∫
Q

|∇θ`|r+2

θ2
`

≤ C. (3.193)

Using this information together with (3.168) and Hölder’s inequality leads to

‖ω|∇θ`|r∇ ln θ`‖y;Q = ω

∫
Q

|∇θ`|(r+1)y

θ
2 r+1
r+2y

`

θ
r
r+2y

`

 1
y

≤ ω
∥∥∥ |∇θ`|(r+1)y

θ
2 r+1
r+2y

`

∥∥∥ 1
y

r+2
r+1

1
y ;Q

∥∥∥θ r
r+2y

`

∥∥∥ 1
y

r+2
r+2−y(r+1)

;Q

≤ ω
1
r+2

(
ω

∫
Q

|∇θ`|r+2

θ2
`

) r+1
r+2

‖θ`‖
r
r+2

Rd;Q ≤ Cω
1
r+2 . (3.194)

From this and from (3.192), (3.187), (3.149), (3.139), we see, using the definition
of a weak time derivative, that

‖∂tη`‖L1W−M,2 ≤ C, (3.195)

where M is so large that WM,2(Ω;R) ↪→W 1,∞(Ω;R).

The final limits ω → 0, ` → ∞. Let us note that the estimates above are
independent not only of `, but also of ω (except for (3.193), which is used only to
infer (3.194)). Hence, to spare us some work, we set ω = `−1 and hereby, it remains
to take the limit `→∞ only.

By collecting the estimates (3.142), (3.169), (3.176), (3.171), (3.172), (3.182),
(3.189), (3.191), (3.195) and using the Aubin-Lions lemma and Vitali’s convergence
theorem, we get the following results:

v` ⇀ v weakly in Lp(0, T ;W 1,p
n,div), (3.196)

v` → v strongly in Lp
d+2
d )(Q;Rd) and a.e. in Q, (3.197)

∂tv` ⇀ ∂tv weakly in Lp
d+2
2d (0, T ;W

−1,p d+2
2d

n,div ), (3.198)

B` ⇀ B weakly in Lz(0, T ;W 1,z(Ω;Rd×dsym)), (3.199)

B` → B strongly in Lq+σ)(Q;Rd×dsym) and a.e. in Q, (3.200)

∂tB` ⇀ ∂tB weakly in Ls2(0, T ;W−1,s2(Ω;Rd×dsym)), (3.201)

η` ⇀ η weakly in Lz(0, T ;W 1,z(Ω;R)), (3.202)

η` → η strongly in Ls4)(Q;R) and a.e. in Q, (3.203)

θ` ⇀ θ weakly in LRd(Q;R). (3.204)

Now we explain how to take the limit in equations (3.95), (3.96), (3.139), (3.141)
and then, we also identify the corresponding initial conditions. First, we focus on
taking the limit in the function g 1

`
. From (3.120), (3.123) and (3.196), (3.199) (or

(3.197), (3.200)), we obtain

Bx · x ≥ 0 for all x ∈ Rd and θ ≥ 0 a.e. in Q, (3.205)
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however, we need these properties with strict inequalities. To this end, we use
the Fatou lemma, (3.200) and (3.186) to get∫

Ω

| ln detB| ≤ lim inf
`→∞

∫
Ω

| ln detB`| ≤ C a.e. in (0, T ).

Thus, by taking the essential supremum over (0, T ), we obtain

‖ln detB‖L∞L1 <∞, (3.206)

which, together with (3.205) implies

Bx · x > 0 for all x ∈ Rd a.e. in Q. (3.207)

Then, note that, by (3.128), we have

cv ln θ` = η` + ψe(B`) (3.208)

and, by (3.203), (3.200), the right hand side of (3.208) converges a.e. in Q. There-
fore, we also have

cv ln θ` → η + ψe(B) a.e. in Q (3.209)

with the limit being finite a.e. in Q thanks to (3.207). This we can rewrite as

θ` → exp

(
1

cv

(
η + ψe(B)

))
a.e. in Q,

where the limit is positive and finite a.e. in Q. But looking at (3.204), this yields

θ = exp

(
1

cv

(
η + ψe(B)

))
> 0 a.e. in Q, (3.210)

which is (1.5), and

θ` → θ a.e. in Q. (3.211)

From (3.207), (3.210) and the point-wise convergence (3.199), (3.211) we deduce
that, at almost every point (t, x) ∈ Q, we can find Mt,x ∈ N such that for all
` > Mt,x we have

Λ(B`(t, x)) >
1

2
Λ(B(t, x)) >

1

`
and θ`(t, x) >

1

2
θ(t, x) >

1

`
.

Then, looking at the definition of gλ, we see that at almost every point (t, x) ∈ Q
and for ` > Mt,x, the positive parts max{0, ·} can be removed and thus, it is clear
that g 1

`
(B`, θ`) converges point-wise a.e. in Q to 1. Hence, the Vitali theorem and

0 ≤ g 1
`
< 1, imply

g 1
`
(B`, θ`)→ 1 strongly in L∞)(Q;R). (3.212)

Therefore, regarding the first two equations (3.95) and (3.96), we can take the limit
in the same way as we did in the limit n→∞. Indeed, the integrability of the result-
ing non-linear limits was already verified when estimating ∂tv` and ∂tB` ((3.173)–
(3.180)). This way, taking (3.212) into account, using the density of span{wi}∞i=1

in W
1,(p d+2

2d )′

n,div , integrating by parts in the convective term of (3.96) and extending

the functional ∂tB to the space stated in (3.37) using (3.182) and

z′ =
2(q + σ)

q + σ − 2
and s′2 =

q + σ

σ − 1
,

we obtain precisely (3.44) and (3.45).
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Next, we show how to take the limit in (3.139). We need to prove that

η
1
`
0 = cv ln θ

1
`
0 − µ(trB

1
`
0 − d− ln detB

1
`
0 )

→ cv ln θ0 − µ(trB0 − d− ln detB0) = η0, `→∞,
(3.213)

in L1(Ω), at least weakly. Using (3.60) and (3.59), we estimate

|ηω0 | ≤ cv| ln θω0 |+ µ(| trBω0 |+ d+ | ln detBω0 |) ≤ C(| ln θ0|+ |B0|+ | ln detB0|+ 1),

where the right hand side is integrable by assumptions (3.29) and (3.30). More-

over, the function η
1/`
0 converges point-wise a.e. in Ω due to (3.61) and (3.62). Thus,

the limit (3.213) indeed holds (even strongly in L1(Ω)) by the dominated conver-
gence theorem. In order to take the limit in the convective term, we use (3.197),
(3.203) and (3.190). Next, in order to identify the objects ∇ ln θ and ∇ ln detB,
note first that (3.185), (3.188) with (3.211), (3.200) yield

ln θ` ⇀ ln θ weakly in L2+ 2
d (Q;R),

ln detB` ⇀ ln detB weakly in L2+ 2
d (Q;R).

This, together with (3.187) and (3.184), implies

∇ ln θ` ⇀ ∇ ln θ weakly in L2(Q;Rd), (3.214)

∇ ln detB` ⇀ ∇ ln detB weakly in L2(Q;Rd). (3.215)

Then, for the term κ(θ`)∇ ln θ`, we use (3.1), (3.3), (3.168) and Vitali’s theorem to
find that √

κ(θ`) ⇀
√
κ(θ) strongly in L

2Rd
r )(Q;R), (3.216)

where we recall that Rd > rd. As an immediate consequence of this and (3.214),
we get √

κ(θ`)∇ ln θ` ⇀
√
κ(θ)∇ ln θ weakly in L1(Q;Rd). (3.217)

However, this weak convergence is true (up to a subsequence) also in L2(Q;Rd) due
to (3.149). Therefore, using again (3.216), we obtain

κ(θ`)∇ ln θ` ⇀ κ(θ)∇ ln θ weakly in L1(Q;Rd).

Next, the term containing ω|∇θ`|r∇ ln θ` tends to zero by (3.194). Furthermore, in
the term µλ(θ`)∇ trB`, we use (3.1), (3.4), (3.211), Vitali’s theorem and (3.199).
Analogously, we take the limit in the term µλ(θ`)∇ ln detB`, only we use (3.215)
instead of (3.199).

Now we take the limit in the terms on the right hand side of (3.139). From
(3.149), we deduce that there exists K ∈ L2(Q;Rd×dsym) such that√

2ν(θ`)

θ`
Dv` ⇀ K weakly in L2(Q;Rd×dsym). (3.218)

For ε ∈ (0, 1), let hε : (0,∞)→ [0, 1] be a smooth function satisfying

hε(s) =
{ 1, s > ε;

0, s < ε
2 ,
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and define

fε,` := hε(θ`)

√
2ν(θ`)

θ`
Dv`, fε := hε(θ)

√
2ν(θ)

θ
Dv

For fixed ε > 0, the function

hε(θ`)

√
2ν(θ`)

θ`

is bounded independently of ` and converges point-wise due to (3.211) and (3.1).
Thus, using the Vitali theorem and (3.196), we find

fε,` ⇀
`→∞

fε weakly in L1(Q;Rd×dsym). (3.219)

Next note that, by Hölder’s, Chebyshev’s inequalities and (3.183) we have∫
Q

∣∣∣fε,` −
√

2ν(θ`)

θ`
Dv`

∣∣∣ ≤ ∫
{θ`<ε}

√
2ν(θ`)

θ`
|Dv`| ≤ C|{θ` < ε}| 12

≤ C |{− ln θ` > − ln ε}|
1
2 ≤ C√

− ln ε

(∫
Q

| ln θ`|
) 1

2

≤ C√
− ln ε

for all ` ∈ N. Hence, using (3.218), (3.219) and weak lower semi-continuity, we get∫
Q

|fε −K| ≤ lim inf
`→∞

∫
Q

∣∣∣fε,` −
√

2ν(θ`)

θ`
Dv`

∣∣∣ ≤ C√
− ln ε

,

and thus, for ε→ 0+, we obtain

fε → K strongly in L1(Q;Rd×dsym). (3.220)

On the other hand, since θ > 0 a.e. in Q by (3.210), it is clear that

fε →
√

2ν(θ)

θ
Dv a.e. in Q. (3.221)

Therefore, from (3.220) and (3.221), we conclude

K =

√
2ν(θ)

θ
Dv,

which, using (3.218) and weak lower semi-continuity of ‖·‖L2L2 , finally gives

lim inf
`→∞

∫
Q

2ν(θ`)

θ`
|Dv`|2 ≥

∫
Q

2ν(θ)

θ
|Dv|2.

In the next term κ(θ`)|∇ ln θ`|2, we can use the weak lower semi-continuity di-
rectly since we already proved that (3.217) is valid in L2(Q;Rd). Moreover, the aux-
iliary term ω|∇θ`|r|∇ ln θ`|2 is simply estimated from below by zero.

To take the limit in the term P (θ`,B`) · (I − B−1
` ), we use (3.211), (3.200) and

apply Fatou’s lemma (using (3.9)).
To handle the limit in the last term of (3.139), we use again the function hε, but

this time, we define

Fε,` = hε(detB`)
√
λ(θ`)B

− 1
2

` ∇B`B
− 1

2

` , Fε = hε(detB)
√
λ(θ)B−

1
2∇BB− 1

2 .

Let G ∈ L2(Q;Rd × Rd×dsym) such that√
λ(θ`)B

− 1
2

` ∇B`B
− 1

2

` ⇀ G weakly in L2(Q;Rd × Rd×dsym). (3.222)
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For ε > 0 fixed, the function

Hε,` =

√
hε(detB`)

√
λ(θ`)B

− 1
2

`

is bounded and converges point-wise a.e. in Q due to (3.200) and (3.211). Thus,
using Vitali’s theorem and (3.199), we get

Fε,` = Hε,`∇B`Hε,` ⇀
`→∞

Fε weakly in L1(Q;Rd × Rd×dsym). (3.223)

Moreover, using Hölder’s and Chebyshev’s inequalities and (3.186), we find∫
Q

∣∣∣Fε,` −√λ(θ`)B
− 1

2

` ∇B`B
− 1

2

`

∣∣∣ ≤ ∫
{detB`<ε}

√
λ(θ`)

∣∣B− 1
2

` ∇B`B
− 1

2

`

∣∣
≤ C|{detB` < ε}| 12 ≤ C |{− ln detB` > − ln ε}|

1
2

≤ C√
− ln ε

(∫
Q

| ln detB`|
) 1

2

≤ C√
− ln ε

for every ` ∈ N. Therefore, from (3.222), (3.223) and weak lower semi-continuity,
we deduce∫

Q

|Fε −G| ≤ lim inf
`→∞

∫
Q

∣∣Fε,` −√λ(θ`)B
− 1

2

` ∇B`B
− 1

2

`

∣∣ ≤ C√
− ln ε

,

hence

Fε → G strongly in L1(Q;Rd × Rd×dsym).

Since detB > 0 a.e. by (3.207), we also have that

Fε →
√
λ(θ)B−

1
2∇BB− 1

2 a.e. in Q.

Thus, we identified that

G =
√
λ(θ)B−

1
2∇BB− 1

2

and, by (3.222) and weak lower semi-continuity, there holds

lim inf
`→∞

∫
Q

λ(θ`)
∣∣∣B− 1

2

` ∇B`B
− 1

2

`

∣∣∣2 ≥ ∫
Q

λ(θ)
∣∣∣B− 1

2∇BB− 1
2

∣∣∣2 .
Using the argumentation above to take the limit ` → ∞ in (3.139), we obtain

(3.46).
Finally, to take the limit in (3.141), we first note, using (3.102) and (3.114), that

it implies

−
∫ T

0

∫
Ω

E`∂tφ =

∫
Ω

( 1
2 |P`v0|2 + cvθ

1
`
0 )φ(0) +

∫ T

0

∫
Ω

f · v`φ (3.224)

for all φ ∈ C1([0, T ];R) with φ(T ) = 0. Then, recalling (3.197) with p(1 + 2
d ) > 2

and (3.211), we see that E` = 1
2 |v`|

2 + cvθ` converges strongly to E and thus, using
also properties of P` and (3.62), we can take the limit in (3.224) to conclude

−
∫ T

0

∫
Ω

E∂tφ =

∫
Ω

E0φ(0) +

∫ T

0

∫
Ω

f · vφ, (3.225)

where we set E0 := 1
2 |v0|2+cvθ0. In particular, by choosing an appropriate sequence

of test functions φ, we obtain (3.47).
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Attainment of initial conditions. To finish the proof of (i), it remains to iden-
tify the initial conditions and show that they are attained strongly. Note in partic-
ular, that we search for the initial condition for the temperature while now we only
have the entropy inequality at our disposal. Let us start by an observation that v
and B are weakly continuous in time. Indeed, first of all, we recall that

v ∈ L∞(0, T ;L2(Ω;Rd)), ∂tv ∈ Lp
d+2
2d (0, T ;W

−1,p d+2
2d

n,div (Ω;Rd)), (3.226)

B ∈ L∞(0, T ;Lσ(Ω;Rd×d>0 )), ∂tB ∈ L
q+σ
q+1 (0, T ;W−1, q+σq+1 (Ω;Rd×dsym)),

cf. (3.171) and (3.182). From this and (3.226) we obtain, by a standard argument
known from the theory of Navier-Stokes equations (see e.g. [33, Sect. 3.8.]), that

v ∈ Cw([0, T ];L2(Ω;Rd)) and B ∈ Cw([0, T ];Lσ(Ω;Rd)). (3.227)

Then, to identify the corresponding weak limits, we can use an analogous idea as
in the part where the limit n → ∞ was taken together with (3.61). This way, we
obtain

lim
t→0+

∫
Ω

v(t) ·w =

∫
Ω

v0 ·w for all w ∈ L2(Ω;Rd) (3.228)

and

lim
t→0+

∫
Ω

B(t) ·W = lim
`→∞

∫
Ω

B
1
`
0 ·W =

∫
Ω

B0 ·W for all W ∈ Lσ
′
(Ω;Rd×dsym). (3.229)

Unlike in the theory of Navier-Stokes(-Fourier) systems, we can not draw in-
formation about lim supt→0+

‖v(t)‖22 from the (kinetic) energy estimate directly

because of the presence of θB in (3.44).9 Instead, we need first to combine the total
energy and entropy balances to obtain the initial condition for θ. In (3.225) we
choose a sequence of test functions φ approximating the function χ[0,t), t ∈ (0, T ).
This way, after taking the appropriate limit, we arrive at∫

Ω

E(t) =

∫
Ω

E0 +

∫ t

0

∫
Ω

f · v for a.a. t ∈ (0, T ). (3.230)

From this (3.29), (3.228) and weak lower semi-continuity, we get∫
Ω

( 1
2 |v0|2 + cvθ0) = ess lim sup

t→0+

∫
Ω

( 1
2 |v(t)|2 + cvθ(t))− lim

t→0+

∫ t

0

‖f‖2‖v‖2

≥ lim inf
t→0+

∫
Ω

1
2 |v(t)|2 + ess lim sup

t→0+

∫
Ω

cvθ(t)

≥
∫

Ω

1
2 |v0|2 + ess lim sup

t→0+

∫
Ω

cvθ(t),

hence

ess lim sup
t→0+

∫
Ω

θ(t) ≤
∫

Ω

θ0. (3.231)

To obtain also the corresponding lower estimate, we need to extract the available
information from the entropy inequality (3.46). To this end, we localize (3.46) in

9For that, we would need p > 2d+2
d+2

. This condition is stronger than (C2), but weaker than

(CE
2 ).



48 M. BATHORY, M. BULÍČEK, AND J. MÁLEK

time, using a sequence of non-negative functions approximating χ[0,t). This way,
we eventually obtain∫

Ω

η(t)φ+

∫ t

0

∫
Ω

j · ∇φ ≥
∫

Ω

η0φ+

∫ t

0

∫
Ω

ξφ (3.232)

a.e. in (0, T ) and for all φ ∈W 1,∞(Ω;R≥0), where

j := −vη + κ(θ)∇ ln θ − µλ(θ)∇(trB− d− ln detB) ∈ L1(Q;Rd).

Hence, by taking ess lim inft→0+ of (3.232), we deduce

ess lim inf
t→0+

∫
Ω

η(t)φ ≥
∫

Ω

η0φ,

which is (3.51).10 Let us now fix ϕ ∈ C1(Ω;R≥0) such that
∫

Ω
ϕ = 1. Since ψe is

convex, we get from (3.51) and (3.229) (or (3.49)) that∫
Ω

cv ln θ0ϕ =

∫
Ω

η0ϕ+

∫
Ω

ψe(B)ϕ ≤ ess lim inf
t→0+

∫
Ω

η(t)ϕ+ lim inf
t→0+

∫
Ω

ψe(B(t))ϕ

≤ ess lim inf
t→0+

∫
Ω

cv ln θ(t)ϕ.

If we use this information together with Jensen’s inequality and the fact that
the function s 7→ exp( s2 ), is increasing and convex in R, we are led to

exp

(
1

2

∫
Ω

ln θ0ϕ

)
≤ exp

(
1

2
ess lim inf
t→0+

∫
Ω

ln θ(t)ϕ

)
= ess lim inf

t→0+

exp

(∫
Ω

ln
√
θ(t)ϕ

)
≤ ess lim inf

t→0+

∫
Ω

√
θ(t)ϕ.

(3.233)

Since ess sup(0,T )‖
√
θ‖2 <∞, there exists a function h ∈ L2(Ω;R≥0), such that

ess lim
t→0+

∫
Ω

√
θ(t)ψ =

∫
Ω

hψ for all ψ ∈ L2(Ω;R). (3.234)

Using this in (3.233) gives

exp

(
1

2

∫
Ω

ln θ0ϕ

)
≤
∫

Ω

hϕ. (3.235)

In every Lebesgue point x0 ∈ Ω of both ln θ0 and h, we can localize inequality
(3.235) in Ω by choosing a sequence of functions ϕ that approximates the Dirac
delta distribution at x0 ∈ Ω. Indeed, appealing to the Lebesgue differentiation
theorem, we get this way that

exp( 1
2 ln θ(x0)) =

√
θ0(x0) ≤ h(x0),

10Using a similar technique, we could prove that η is essentially lower semi-continuous on [0, T ]
in the weak topology of measures.
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and, consequently, also
√
θ0 ≤ h a.e. in Ω. From this, (3.234) and (3.231), we

deduce that

ess lim sup
t→0+

‖
√
θ(t)−

√
θ0‖22

≤ ess lim sup
t→0+

∫
Ω

θ(t)− 2 ess lim inf
t→0+

∫
Ω

√
θ(t)

√
θ0 +

∫
Ω

θ0

≤ 2

∫
Ω

θ0 − 2

∫
Ω

h
√
θ0 ≤ 0.

Hence, by Hölder’s inequality, we get

ess lim sup
t→0+

‖θ(t)− θ0‖1 = ess lim sup
t→0+

∫
Ω

∣∣∣(√θ(t) +
√
θ0

)(√
θ(t)−

√
θ0

)∣∣∣
≤ C ess lim sup

t→0+

‖
√
θ(t)−

√
θ0‖2 = 0,

which implies (3.50).
Using information above, we can now improve the initial condition for v as well.

Indeed, from (3.230), (3.50) and (3.29), we obtain

ess lim sup
t→0+

∫
Ω

1
2 |v(t)|2 ≤ ess lim sup

t→0+

∫
Ω

E(t)− ess lim inf
t→0+

∫
Ω

cvθ(t)

≤
∫

Ω

E0 + lim
t→0+

∫ t

0

(f ,v)−
∫

Ω

cvθ0 =

∫
Ω

1
2 |v0|2.

Thus, using also (3.228), we conclude that

ess lim sup
t→0+

‖v(t)− v0‖22 = ess lim sup
t→0+

∫
Ω

|v(t)|2 +

∫
Ω

|v0|2 − 2 lim
t→0+

∫
Ω

v(t) · v0 ≤ 0,

which implies (3.48).
It remains to identify the initial condition for B. To this end, we can test (3.96)

by (δ+ |B`|2)
σ0
2 −1B`, where δ > 0. That this is a valid test function can be verified

using similar ideas as above (when testing (3.96) with Bσ0−1) and noting that

∇((δ + |B`|2)
σ0
2 −1B`) = (δ + |B`|2)

σ0
2 −1

(
I + (σ0 − 2)(δ + |B`|2)−1B` ⊗ B`

)
∇B`

Moreover, we have the following identities and estimates:

〈∂tB`, (δ + |B`|2)
σ0
2 −1B`〉 =

1

σ0

d

dt

∫
Ω

(δ + |B`|2)
σ0
2 ,

(v` · ∇B`, (δ + |B`|2)
σ0
2 −1B`) =

1

σ0

∫
Ω

v` · ∇(δ + |B`|2)
σ0
2 = 0,

P (θ`,B`) · ((δ + |B`|2)
σ0
2 −1B`) ≥ (δ + |B`|2)

σ0
2 −1(C1|B`|q+2 − C2),

and

∇B` · ∇((δ + |B`|2)
σ0
2 −1B`)

= (δ + |B`|2)
σ0
2 −1

(
|∇B`|2 + (σ0 − 2)(δ + |B`|2)−1|B` · ∇B`|2

)
≥ min{σ0 − 1, 1}(δ + |B`|2)

σ0
2 −1|∇B`|2 ≥ 0.
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Using these in (3.96) tested by (δ+|B`|2)
σ0
2 −1B` and applying the Young’s inequality

several times together with the previously derived uniform estimate∫
Q

(|B`|q+σ + |Dv`|p) ≤ C

and the inequality q+σ0

q < p, we obtain

1

σ0

∫
Ω

((δ + |B`(t)|2)
σ0
2 − (δ + |B`(0)|2)

σ0
2 )

≤
∫ t

0

∫
Ω

(
C2(δ + |B`|2)

σ0
2 −1 + 2a(δ + |B`|2)

σ0
2 −1|B`|2|Dv`|

)
≤ C

∫ t

0

∫
Ω

(δ
σ0
2 −1 + |Dv`|

q+σ0
q + 1)

≤ C(1 + δ
σ0
2 −1)t+ Ctα.

for a.a. t ∈ (0, T ) and for a certain α > 0. Here we use (3.200), (3.101) and (3.61)
to take the limit `→∞ and arrive at∫

Ω

((δ + |B(t)|2)
σ0
2 − (δ + |B0|2)

σ0
2 ) ≤ C(1 + δ

σ0
2 −1)t+ Ctα

for all t ∈ [0, T ] after appropriate redefinition of B(t) on a null set (which does not
affect any of the properties of B proved so far). Taking the limit t→ 0+ then yields

lim sup
t→0+

∫
Ω

|B(t)|σ0 ≤ lim sup
t→0+

∫
Ω

(δ + |B(t)|2)
σ0
2 ≤

∫
Ω

(δ + |B0|2)
σ0
2

and letting δ → 0+ gives

lim sup
t→0+

∫
Ω

|B(t)|σ0 ≤
∫

Ω

|B0|σ0 .

On the other hand, due to (3.229) and weak lower semi-continuity, we have∫
Ω

|B0|σ0 ≤ lim inf
t→0+

∫
Ω

|B(t)|σ0 ,

and thus ‖B(t)‖σ0
→ ‖B0‖σ0

as t → 0+. Since σ0 > 1, the space Lσ0(Ω;Rd×dsym) is
uniformly convex and, consequently, property (3.49) follows.

(ii)

To derive (3.52) (which is a weak version of (1.11)), we need to construct the
pressure p and ensure that every term appearing (3.52) is integrable. To this
end, we apply the conditions (CE1 ) and (CE2 ). Moreover, we need to be able to
test the momentum equation with vφ, where φ is some smooth function on Q.
Unfortunately, we can not do this operation in (3.44) nor at any stage of our
approximation scheme. The remedy is to truncate the convection term in the
balance of momentum. However, then we are just mimicking the existence proof
that is done in [7] for a different non-linear fluid. Thus, let us only verify the weak
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compactness of weak solutions (vδ,pδ,Bδ, θδ, ηδ) to the system div vδ = 0, (3.45),
(3.46),∫ T

0

(〈∂tvδ,ϕ〉 − (Tδvδ ⊗ vδ,∇ϕ) + (2ν(θδ)Dvδ,∇ϕ)) + α

∫ T

0

∫
∂Ω

vδ ·ϕ

=

∫ T

0

(pδ,divϕ)−
∫ T

0

(2aµθδBδ,∇ϕ) +

∫ T

0

(f ,ϕ)

 (3.236)

for all ϕ ∈ L∞(0, T ;W 1,∞
n ), with Tδvδ = ((vδsδ) ∗ rδ)div, where sδ is a trunca-

tion near ∂Ω, rδ is a standard mollifier and (·)div is a Helmholtz projection onto
divergence-free functions, and

− ( 1
2 |v0|2 + cvθ0, φ)ϕ(0)−

∫ T

0

( 1
2 |vδ|

2 + cvθδ, φ)∂tϕ

−
∫ T

0

(( 1
2 |vδ|

2 + cvθδ)vδ,∇φ)ϕ+ α

∫ T

0

∫
∂Ω

|vδ|2φϕ+

∫ T

0

(κ(θδ)∇θδ,∇φ)ϕ

=

∫ T

0

(pδvδ − 2ν(θδ)(Dvδ)vδ − 2aµθδBδvδ,∇φ)ϕ (3.237)

for all ϕ ∈ W 1,∞((0, T );R), ϕ(T ) = 0, and every φ ∈ W 1,∞(Ω;R). The existence
of such solutions follows by combining the approximation scheme from part (i)
together with the one in [7]. In view of the uniform estimates derived in part (i),
we may suppose that the sequence {(vδ,pδ,Bδ, θδ, ηδ)}δ>0 is uniformly bounded in
the spaces depicted in (3.32)–(3.43) and that we have the same convergence results
as in (3.196)–(3.204) and so forth (with ` replaced by δ). We may also suppose
that, say pδ ∈ L2(Q;R) with

∫
Ω

pδ = 0. Then, since we have ν(θδ)Dvδ, θδBδ ∈
Lp(Q;Rd×dsym) and the convection term is truncated, equation (3.236) is valid for

all ϕ ∈ Lp
′
(0, T ;W 1,p′

n ), in fact. What is missing is the uniform estimate of the
pressure. By localizing (3.236) in time, choosing ϕ = ∇u and using div vδ = 0, we
obtain

−(pδ,∆u) = (Tδvδ ⊗ vδ − 2ν(θδ)Dvδ − 2aµθδBδ,∇∇u)− α(vδ,∇u)∂Ω + (f ,∇u)

a.e. in (0, T ). There the convective term, if not truncated, is the most irregular one
(recall that ‖vδ⊗vδ‖p d+2

2d ;Q ≤ C). Thus, expecting pδ to have the same integrability,

we may choose u ∈W 2,(p d+2
2d )′(Ω;R) to be the solution to the Neumann problem

−∆u = |p0|p
d+2
2d −2p0 −

1

|Ω|

∫
Ω

|p0|p
d+2
2d −2p0 in Ω,

∇u · n = 0 on ∂Ω

a.e. in (0, T ), where p0 = pδ − 1
|Ω|
∫

Ω
pδ. Since ‖u‖2,(p d+2

2d )′ ≤ C‖p0‖p d+2
2d

by the

corresponding Lq-theory (here we used Ω ∈ C1,1), the test function u eventually
leads to

‖pδ‖p d+2
2d
≤ C,

see [7] for details.
Taking the limit δ → 0+ in (3.236), (3.45) and (3.46) can be done analogously

as in the part (i), where the limit ` → ∞ was taken. Indeed, in the additional

term
∫ T

0
(pδ,divϕ), we simply use the fact that pδ ⇀ p weakly in Lp

d+2
2d (Q;R).

It remains to take the limit δ → 0+ in (3.237). Since vδ converges strongly in
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Lp
d+2
d )(Q;Rd) and p > 3d

d+2 due to (CE2 ), we deduce that the terms pδvδ and

|vδ|2vδ converge weakly to their limits. Clearly, as pd+2
2d ≤ p, the same is true for

the terms ν(θδ)(Dvδ)vδ, θδBδvδ and θδvδ. To handle the term κ(θδ)∇θδ, we apply
(3.3) to estimate it as

|κ(θδ)∇θδ| ≤ C|∇θδ|+ Cθrδ |∇θδ| (3.238)

and treat both terms separately. If R < 2, we can write

|∇θδ| = 2
Rθ

1−R2
δ |∇θ

R
2

δ |

and observe that both factors are uniformly bounded in L2(Q;R) (as 1−R
2 < Rd

2 due

to (CE1 )). On the other hand, if R ≥ 2, then also Rd > 2, and thus simply writing
|∇θδ| = θδ|∇ ln θδ| and using ‖∇ ln θδ‖2;Q ≤ C (recall the entropy inequality) shows
that ‖∇θδ‖1+ε;Q ≤ C for some ε > 0. Regarding the other term, we rewrite it as

θrδ |∇θδ| = 2
Rθ

r+1−R2
δ |∇θ

R
2

δ |

and observe that the first factor is square integrable if

r + 1− R
2 > Rd

2 ,

which turns out to be equivalent with (CE1 ). In total, we thus see that also the term
κ(θδ)∇θδ converges weakly to the corresponding limit. It remains to pass in the
boundary term in (3.237) if α > 0, for which we need to show that vδ → v strongly
in L2(0, T ;L2(∂Ω;Rd)). This convergence result is indeed true provided that p >
2d+2
d+2 and it can be proved using all the available estimates for vδ together with

the Aubin-Lions lemma for Sobolev-Slobodeckij spaces, interpolation and Sobolev
inequalities, see [10, Corollary 1.13.]. Since (CE2 ) yields p > 3d

d+2 ≥
2d+2
d+2 , the

condition on p is met in our situation.
Using the above argumentation, we can pass to the limit in the δ-approximated

system and obtain a weak solution satisfying (3.47).

(iii)

In the proof of (i) it was shown that a weak solution (v,B, θ, η) can be con-
structed as a weak limit of the sequence (v`,B`, θ`, η`) satisfying, among other
things, the equation

−(cvθ
1
`
0 , φ)ϕ(0)−

∫ T

0

(θ`, φ)∂tϕ−
∫ T

0

(cvθ`v`,∇φ)ϕ

+

∫ T

0

(κ(θ`)∇θ` +
1

`
|∇θ`|r∇θ`,∇φ)ϕ (3.239)

=

∫ T

0

(2ν(θ`)|Dv`|2 + 2aµg 1
`
(B`, θ`)θ`B` · Dv`, φ)ϕ

for all ϕ ∈ W 1,∞(0, T ;R) and every φ ∈ W 1,∞(Ω;R) (recall (3.117), take τ = ϕφ
and integrate by parts in the first two terms). Moreover, as p = 2 and Rd = rd+1),
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we have the following information about the convergence of (v`,B`, θ`) to (v,B, θ):

v` ⇀ v weakly in L2(0, T ;W 1,2
n,div), (3.240)

v` → v strongly in L2+
4
d )(Q) and a.e. in Q, (3.241)

B` → B strongly in Lq+σ)(Q) and a.e. in Q, (3.242)

θ` → θ strongly in LRd(Q) and a.e. in Q, (3.243)

∇θ
R
2

` ⇀ ∇θR2 weakly in L2(Q), (3.244)

g 1
`
(B`, θ`)→ 1 strongly in L∞)(Q). (3.245)

(recall (3.196)–(3.204), (3.211), (3.168) and (3.212)). It remains to take the limit
`→∞ in (3.239).

Taking the limit in the first three terms of (3.239) is easy. Next, we observe that

0 < r + 1− R

2
= r + 1− r + 1)

2
< r + 1−

r + 1− 1
d

2
=
rd + 1− 1

d

2
<
Rd
2

and, consequently, appealing to (3.243), (3.1), (3.3) and Vitali’s theorem, we obtain

κ(θ`)θ
1−R2
` → κ(θ)θ1−R2 strongly in L2(Q).

Hence, using also (3.244) (and θ > 0 a.e. in Q), we arrive at

κ(θ`)∇θ` =
2

R
θ

1−R2
` κ(θ`)∇θ

R
2

` ⇀
2

R
θ1−R2 κ(θ)∇θR2 = κ(θ)∇θ

weakly in L1(Q).
To see that the term 1

` |∇θ`|
r∇θ` vanishes in the limit `→∞, we can use roughly

the same argumentation as for the analogous term in the entropy inequality (recall
(3.194)). First we need to realize that in the estimates that follow after (3.152), we
can keep the term

ω

∫
Q

|∇θ`|r∇θ` · ∇τβ = βω

∫
Q

|∇θ|r+2

θβ+1

on the left hand side (this term was previously omitted on the first occasion since
we were interested only in ω-uniform estimates). This way, we observe that the
estimate (3.166) can be replaced by

β

∫
Q

∣∣∣∣∇θ r+1−β
2

`

∣∣∣∣+ βω

∫
Q

|∇θ`|r+2

θβ+1
`

+

∫
Q

|Dv`|2 ≤ C(β)

(recall that we are now in the case rd > r1). Then, using an analogous estimation
as in (3.194), we arrive at

‖ω|∇θ`|r∇θ`‖α;Q = ω

∫
Q

|∇θ`|(r+1)α

θ
α(1+β)(r+1)

r+2

`

θ
α(1+β)(r+1)

r+2

`

 1
α

≤ ω
1
r+2

(
ω

∫
Q

|∇θ`|r+2

θβ+1
`

) r+1
r+2

‖θ`‖
(1+β)(r+1)

r+2

( r+2
α(r+1)

)′
α(1+β)(r+1)

r+2

≤ C(β)ω
1
r+2 ‖θ`‖

(1+β)(r+1)
r+2

Rd;Q
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where α solves (
r + 2

α(r + 1)

)′
α(1 + β)(r + 1)

r + 2
= Rd.

Since this is equivalent to

α =
r+2
r+1

1 + 1+β
Rd

and we have Rd = rd + 1) > r + 1 we see that β > 0 can be chosen so small that
α > 1, and hereby we get

‖ω|∇θ`|r∇θ`‖α;Q ≤ C`−
1
r+2 → 0 as `→∞.

Next, using (3.2), (3.243) and (3.240), it is easy to see that√
2ν(θ`)Dv` ⇀

√
2ν(θ)Dv weakly in L2(Q)

and then, by the weak lower semi-continuity, we get

lim inf
`→∞

∫
Q

2ν(θ`)|Dv`|2 ≥
∫
Q

2ν(θ)|Dv|2.

Finally, since

1

Rd
+

1

q + σ
=

1

rd + 1)
+

1

q + σ
<

1
q+σ+2
q+σ−2 + 1

+
1

q + σ
=

1

2

due to (Cθ), we deduce from (3.243) and (3.242) that

θ`B` → θB strongly in L2+ε(Q)

for some sufficiently small ε > 0. Hence, by (3.245), it is also true that

g(B`, θ`)θ`B` → θB strongly in L2(Q).

But this together with (3.240) implies

g(B`, θ`)θ`B` · Dv` ⇀ θB · Dv weakly in L1(Q).

Therefore, we can indeed take the limit ` → ∞ in every term of (3.239), leading
to (3.53), and the proof of (iii) and of Theorem 1 is finished. �

4. Auxiliary results

In this additional section, we prove those auxiliary results which were used above
but are not completely standard in the existing literature. On the other hand, they
are not new (except for parts of Lemma 3 that are taken from an upcoming work [3])
and serve only to clarify some arguments used in the proof.

For the purposes of this section, we replace the interval (0, T ) (or [0, T ]) by
an arbitrary bounded interval I ⊂ R and set Q = I × Ω. The set Ω is always
assumed to be a bounded Lipschitz domain in Rd, d ∈ N.
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Intersections of Sobolev-Bochner spaces. If X
dense
↪→ H

dense
↪→ X∗ is a Gelfand

triple, it is well known that

C1(I;X)
dense
↪→ Wp

X ↪→ C(I;H), (4.1)

where

Wp
X :=

(
{u ∈ Lp(I;X); ∂tu ∈ (Lp(I;X))∗}, ‖·‖LpX + ‖∂t·‖Lp′X∗

)
, 1 < p <∞.

The first embedding in (4.1) is useful to manipulate certain duality pairings involv-
ing time derivatives, while the second embedding is important for the identification
of boundary values (i.e. initial conditions) and the corresponding integration by
parts formulas. We would like to generalize (4.1) for the space

Wp,q
X,Y :=

(
{u ∈ Lp(I;X) ∩ Lq(I;Y ); ∂tu ∈ (Lp(I;X) ∩ Lq(I;Y ))∗},
‖·‖LpX∩LqY + ‖∂t·‖(LpX∩LqY )∗

)
, 1 < p, q <∞,

The primary application which we have in mind is the case where X = W 1,2(Ω),
Y = Lω(Ω) and ω > 2d

d−2 (i.e., we know better integrability than what follows from

the Sobolev embedding, recall the function B`). Thus, we may assume that both X
and Y admit the Gelfand triplet structure with a common Hilbert space H (even
though this could be relaxed if needed).

Lemma 1. Let 1 < p, q <∞ and suppose that X, Y are separable reflexive Banach
spaces and H is separable Hilbert space forming Gelfand triples in the sense that

X
dense
↪→ H

dense
↪→ X∗ and Y

dense
↪→ H

dense
↪→ Y ∗. (4.2)

Then, we have the embeddings

C1(I;X ∩ Y )
dense
↪→ Wp,q

X,Y ↪→ C(I;H). (4.3)

Moreover, the integration by parts formula

(u(t2), v(t2))H − (u(t1), v(t1))H =

∫ t2

t1

〈∂tu, v〉+

∫ t2

t1

〈∂tv, u〉 (4.4)

holds for any u, v ∈ Wp,q
X,Y and any t1, t2 ∈ I.

Proof. The proof of the first embedding in (4.3) can be done in a standard way by
extending u outside I evenly, taking the convolution with a smooth kernel and then
estimating the difference from u and ∂tu in the respective norms. See [19] or [46]
for details.

If u, v ∈ C1(I;X ∩ Y ) ↪→ C(I;H), then ∂tu, ∂tv ∈ C(I;X ∩ Y ) ↪→ C(I;H) and,
using density of the embeddings in (4.2), the duality in (4.4) can be represented as

〈∂tu, v〉+ 〈∂tv, u〉 = (∂tu, v)H + (∂tv, u)H = ∂t(u, v)H a.e. in I,

hence (4.4) is obvious in that case. Next, we can proceed as in [42, Lemma 7.3.] to
prove that

‖u(t)‖H ≤ C(‖u‖L1H + ‖u‖Wp,q
X,Y

) (4.5)

for all t ∈ I and every u ∈ C1(I;X ∩ Y ). Moreover, by (4.2), we have

Wp,q
X,Y ↪→ Lp(I;X)∩Lq(I;Y ) ↪→ L1(I;X)∩L1(I;Y ) ↪→ L1(I;X + Y ) ↪→ L1(I;H),

and thus (4.5) yields
‖u‖C(I;H) ≤ C‖u‖Wp,q

X,Y
. (4.6)
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Since C1(I;X ∩ Y ) is dense in Wp,q
X,Y , the estimate (4.6) and identity (4.4) remain

valid for all u ∈ Wp,q
X,Y . Moreover, if u ∈ Wp,q

X,Y , then we can take v = u and t2 → t1
in (4.4) to deduce that u ∈ C(I;H). Thus, the embedding Wp,q

X,Y ↪→ C(I;H) holds
and the proof is finished. �

Since Wp,p
X,X =Wp

X , we obtain the classical result (4.1) as an obvious corollary.

Fundamental theorem of calculus in the Sobolev-Bochner setting. Let
H = L2(Ω). The formula (4.4) can be used to identify that

〈∂tu, u〉 =
1

2

d

dt

∫
Ω

u2 (4.7)

a.e. in I. However, in certain situations we would like to generalize (4.7) to

〈∂tu, ψ(u)〉 =
d

dt

∫
Ω

∫ u

w

ψ(s) ds.

Whether this is possible depends on what kind of function ψ is and also on the choice
of X. The next lemma characterizes one such situation.

Lemma 2. Let 1 < p, q <∞. Suppose that ψ : R→ R is a Lipschitz function. For
w ∈ R, we define

Ψ(x) =

∫ x

w

ψ(s) ds, x ∈ R.

Then, for any u ∈ Wp
W 1,q(Ω), there holds

Ψ(u) ∈ C(I;L1(Ω)) (4.8)

and ∫ t2

t1

〈∂tu, ψ(u)〉 =

∫
Ω

Ψ(u(t2))−
∫

Ω

Ψ(u(t1)) for all t1, t2 ∈ I. (4.9)

Moreover, if ψ is bounded, then

Ψ(u) ∈ C(I;L2(Ω)).

Proof. First of all, we remark that ψ(u) ∈ W 1,q(Ω) a.e. in I, by a classical result
(see e.g. [47, Theorem 2.1.11.]), and thus the duality in (4.9) is well defined. Next,
we apply Theorem 1 to find uε ∈ C1(I;W 1,q(Ω)) satisfying

‖uε − u‖LpW 1,q + ‖∂tuε − ∂tu‖Lp′W−1,q′ → 0 as ε→ 0+. (4.10)

Then, using the standard calculus, it is easy to see that the identity∫ t2

t1

〈∂tuε, ψ(uε)〉 =

∫ t2

t1

∫
Ω

ψ(uε)∂tuε

=

∫ t2

t1

∫
Ω

∂tΨ(uε) =

∫
Ω

Ψ(uε(t2))−
∫

Ω

Ψ(uε(t1))

(4.11)

holds true for any t1, t2 ∈ I. Since ψ is Lipschitz with some Lipschitz constant
L ≥ 0, we can estimate

|ψ(uε)| ≤ |ψ(uε)− ψ(0)|+ |ψ(0)| ≤ L|uε|+ |ψ(0)|

and

|∇ψ(uε)| ≤ |ψ′(uε)||∇uε| ≤ L|∇uε|.
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Hence, the sequence ψ(uε) is bounded in Lp(I;W 1,q(Ω)). As 1 < p, q < ∞,

this is a reflexive space, and thus, there exist a subsequence and its limit ψ(u) ∈
Lp(I;W 1,q(Ω)) such that

ψ(uε) ⇀ ψ(u) weakly in Lp(I;W 1,q(Ω)). (4.12)

Since p > 1, a subsequence of uε converges point-wise a.e. in Q to u, and thus
ψ(u) = ψ(u) using the continuity of ψ. Hence, by (4.10) and (4.12), we obtain∫ t2

t1

〈∂tuε, ψ(uε)〉 =

∫ t2

t1

〈∂tuε − ∂tu, ψ(uε)〉+

∫ t2

t1

〈∂tu, ψ(uε)〉

→
∫ t2

t1

〈∂tu, ψ(u)〉
(4.13)

as ε→ 0+. Next, using the embeddingWp
W 1,q(Ω) ↪→ C(I;L2(Ω)) and (4.10), we get,

for any t0 ∈ I, that

‖u(t)− u(t0)‖2 → 0 as t→ t0 (4.14)

and

‖uε(t0)− u(t0)‖2 → 0 as ε→ 0+. (4.15)

Then, the Lipschitz continuity of ψ, Hölder’s inequality and (4.14) yield∫
Ω

|Ψ(u(t))−Ψ(u(t0))| =
∫

Ω

∣∣∣∣∣
∫ u(t)

u(t0)

ψ(s) ds

∣∣∣∣∣ ≤
∫

Ω

∫ u(t)

u(t0)

(|ψ(0)|+ L|s|)

≤
∫

Ω

∫ u(t)

u(t0)

C(1 + |u(t0)|+ |u(t)|) ≤ C
∫

Ω

(1 + |u(t0)|+ |u(t)|)|u(t)− u(t0)|

≤ C‖1 + |u(t0)|+ |u(t)|‖2‖u(t)− u(t0)‖2 ≤ C‖u(t)− u(t0)‖2 → 0 (4.16)

as ε→ 0+, which proves (4.8) (and thus, the values Φ(u(t)), t ∈ I, are well defined).
By an analogous estimate, using (4.15) instead of (4.14), we can prove that∫

Ω

|Φ(uε(t0))− Φ(u(t0))| → 0 as ε→ 0+

for any t ∈ I. This and (4.13) used in (4.11) to take the limit ε→ 0+ proves (4.9).
If ψ is bounded, we replace (4.16) by∫

Ω

|Ψ(u(t))−Ψ(u(t0))|2 =

∫
Ω

∣∣∣∣∣
∫ u(t)

u(t0)

ψ(s) ds

∣∣∣∣∣
2

≤ C
∫

Ω

|u(t)− u(t0)|2

and the rest of the proof remains the same. �

Clearly, we can also replace ψ by ψφ, where φ ∈W 1,∞(Ω;R), leading to∫ t

0

〈∂tu, ψ(u)φ〉 =

∫
Ω

∫ u(t)

w

ψ(s) ds φ−
∫

Ω

∫ u(0)

w

ψ(s) ds φ for all t ∈ I. (4.17)

Then, since φ is a Lipschitz (time independent) function, the proof is basically
the same as the one presented above.
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Calculus for positive definite matrices. We recall that the operations “·” and
| · | on matrices are defined by

A1 · A2 =

d∑
i=1

d∑
j=1

(A1)ij(A2)ij and |A| =
√
A · A,

respectively. Then, the object |A| coincides, in fact, with the Frobenius matrix
norm of A.

The next lemma is formulated for a function A : Q→ Rd×d>0 and for simplicity, we
shall assume that A is continuously differentiable with respect to all variables, i.e.,
A ∈ C1(Q;Rd×d>0 ). In particular situations, this assumption can be of course removed
by an appropriate approximation (convolution smoothing) and the assertions of the
following lemma hereby extend to the setting of weakly differentiable functions. Let
us also denote any of the space-time derivatives by a generic symbol ∂.

Lemma 3. Let A ∈ C1(Q;Rd×d>0 ). Then

(i) 0 ≤ trA− d− ln detA, (4.18)

(ii) |A| ≤ trA ≤
√
d|A|, (4.19)

(iii) min{1, d
1−α
2 }|A|α ≤ |Aα| ≤ max{1, d

1−α
2 }|A|α for any α ≥ 0, (4.20)

(iv) ∂A · Aα =
{ 1

α+1∂ trAα+1 if α 6= −1;

∂ ln detA = ∂ tr logA if α = −1,
(4.21)

(v) (signα)∂A · ∂Aα ≥
{ 4|α|

(α+1)2 |∂A
α+1
2 |2 if α 6= −1;

|∂ logA|2 if α = −1.
(4.22)

Proof. Property (i) follows by passing to the spectral decomposition of A and from
the fact that x 7→ x − 1 − lnx attains its minimum at x = 1. Estimate (ii) is
a consequence of the Cauchy-Schwarz inequality since

|A| = |(A 1
2 )TA

1
2 | ≤ |A 1

2 |2 = trA = I · A ≤ |I||A| =
√
d|A|.

For (iii), we refer to [3, Theorem 4] and for (iv), (v) to [3, Theorem 1]. The relation
(iv) with α = −1 is also known as the Jacobi identity. �
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[37] J. Nečas, Direct methods in the theory of elliptic equations, Springer Monographs in Mathe-

matics, Springer, Heidelberg, 2012. Translated from the 1967 French original by Gerard Tronel

and Alois Kufner, Editorial coordination and preface by Šárka Nečasová and a contribution
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